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Preface 

The 4th Society of North American Scholars (SNAS) Interdisciplinary Research 

Conference Proceedings highlights the high-quality research and intellectual 

contributions of our attendees. The SNAS Board initiated this publication as a 

testament to the organization’s commitment to academic excellence and as a 

platform to showcase the valuable work presented at our conference. 

The 4th Annual Interdisciplinary Research Conference, held on October 10, 2025, at 

Fairleigh Dickson University in Madison, New Jersey focused on Technology and 

Humanity: Exploring the Impact of Data-driven Technologies on Human 

Development. This theme is timely and critical as AI technologies continue shaping 

various sectors, notably higher education. The conference provided an essential 

forum for scholars, educators, administrators, and technology experts to examine 

how AI transforms teaching, learning, research, and institutional operations. 

The Organizing Committee invited participants to submit 3-to 5-page summaries of 

their presentations to establish a formal conference record. These summaries 

underwent an editorial review. Each contribution reflects the growing interaction 

between technology and humanity and the innovative approaches being developed 

to harness this intersection. 

For permission requests or access to full papers, please contact the respective 

authors via the email addresses provided. 

 

Cite this volume (APA style):  

Author, A. A. (2025). Title of paper. In K. M. Saifuddin (Eds.), Proceedings of the 4th 

Interdisciplinary Research Conference (pp. xx-xx). Society of North American 

Scholars.  
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AI AND ETHICS IN HEALTHCARE: PREDICTING CANCER WITH EHR DATA AND 
ADDRESSING EQUITY IN MODEL DEVELOPMENT 

 

Zeynep Akcay Ozkan, Ph.D. (Queensborough Community College, City University of New 

York)- zakcayozkan@qcc.cuny.edu  

 

Abstract: Cancer is one of the leading causes of mortality worldwide, and early 

detection remains critical for improving patient outcomes. Advances in artificial 

intelligence (AI) and the availability of large-scale electronic health record (EHR) 

datasets offer powerful new opportunities for predictive modeling. However, the 

rapid adoption of complex AI systems, particularly large language models (LLMs), 

raises important ethical questions related to equity, transparency, and accessibility 

in healthcare. 

Using the All of Us Research Program, we developed machine learning and deep 

learning models to predict pancreatic cancer occurrence from longitudinal EHR 

data. Our models demonstrate that relatively lightweight approaches can yield 

meaningful predictive performance, while remaining more transparent and 

reproducible than computationally intensive LLMs. We provide a comparative 

discussion of model accuracy, interpretability, and feasibility, highlighting 

challenges associated with advanced models, such as the non-disclosure of 

parameters due to privacy concerns and the high resource requirements that limit 

widespread use. 

This work underscores the ethical and practical challenges of integrating AI into 

healthcare. Disparities in institutional capacity mean that only well-funded centers 

can deploy state-of-the-art LLMs, potentially widening existing healthcare 

inequities. By contrast, accessible and transparent models can promote broader 

adoption and trust in AI-assisted care. We argue that responsible deployment of AI 

in healthcare must balance innovation with fairness, equity, and patient trust to 

ensure that advancements in diagnostics and personalized medicine benefit all 

populations. 
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Introduction 

Pancreatic cancer has the lowest 5-year survival rate among major cancers, making 

early detection crucial for improving outcomes [1], [2]. Timely identification of high-

risk patients could lead to earlier interventions, yet existing clinical screening 

approaches remain limited. Electronic Health Records (EHRs) offer a rich, 

longitudinal view of patients’ health, creating new opportunities to leverage artificial 

intelligence (AI) for predictive modeling. 

A growing body of research has demonstrated associations between certain clinical 

features, such as elevated HbA1c levels, increased pancreatic cancer risk [3], [4]. 

Developing predictive models capable of identifying these patterns early could 

transform clinical care. However, the adoption of AI in healthcare raises key concerns 

related to equity, data accessibility, and model reproducibility. 

This study explores the use of deep learning methods to predict pancreatic cancer 

onset using EHR data, with particular emphasis on the challenges of model 

transparency, privacy, and equitable access to AI technologies. 

Literature & Motivation 

Machine learning has shown significant promise in clinical prediction [5], but most 

classical models (e.g., logistic regression, k-nearest neighbors) operate on static 

cross-sectional data. In contrast, modern healthcare data are longitudinal, capturing 

health trajectories over time through lab results, diagnoses, vital signs, and clinical 

notes. 

Neural network architectures, such as convolutional neural networks (CNN), 

recurrent neural networks (RNN), and large language model (LLM)-based 

transformers, enable modeling of these temporal dynamics. Prior studies [6], [7] have 

demonstrated that previous visit sequences can be used to effectively predict 

disease occurrence in the next visit. Similarly, sentiment analysis in natural language 

processing provides a useful conceptual parallel, where trends and contextual 

signals are modeled over time rather than through isolated points. Despite these 

advances, barriers remain: lack of open model parameters, limited access to large 
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and diverse datasets, and unequal computational resources restrict broad 

participation in AI innovation. 

Methods 

We used data from the All of Us Research Program [8], a national dataset designed 

to include diverse and longitudinal EHR data from across the United States. The 

dataset contains: patient demographics (age, gender, race, ethnicity), medical 

history (family history, conditions), medications and prescriptions, lab and diagnostic 

test results, vital signs and measurements, lifestyle surveys (e.g., smoking, alcohol 

use) and unstructured clinical notes. 

Patients included in the study were required to have at least three recorded medical 

conditions. Individuals who were 18 years old or younger, as well as those 89 years old 

or older, were excluded from the cohort. A total of 686 pancreatic cancer cases were 

matched to 686 control patients based on age, gender, and race to ensure 

comparability between groups.  

The modeling approach in this study was informed by the work of Rasmy et al. [9], 

and their algorithms were applied to the pancreatic cancer cohort. Specifically, 

several recurrent neural network architectures were implemented to capture 

temporal patterns in longitudinal EHR data. These included a Vanilla RNN cell with a 

tanh activation function, Long Short-Term Memory (LSTM) networks, Gated 

Recurrent Units (GRU), and the RETAIN (Reverse Time Attention) model [10]. The 

RETAIN model was further explored with standard, bidirectional, and dilated 

connections to enhance its ability to capture complex temporal dependencies. 

Null ICD codes, duplicate diagnostic entries and all records occurring after the 

pancreatic cancer diagnosis (ICD code C25) were excluded to ensure that only pre-

diagnosis data were used for model training and prediction. In total, the dataset 

included 220,143 medical condition records for the pancreatic cancer cases and 

232,205 condition records for the control group. 

Results / Preliminary Findings 

The RETAIN model with LSTM cell type achieved the best performance among the 

architectures tested with an AUROC of 0.828. This aligns with prior findings that 
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attention-based models are well suited for healthcare prediction tasks because they 

provide a degree of transparency in identifying key visits and codes.  

To address data imbalance, an equal number of pancreatic cancer and control 

patients were included, which reduced the overall training set and may have limited 

model performance. The model also did not exclude patient records from the last 

three or six months prior to diagnosis and relied primarily on diagnostic codes rather 

than incorporating lab results or vital signs. Future work could apply alternative 

methods to handle class imbalance and expand the feature set, which may further 

enhance predictive accuracy and generalizability.  

Overall, these findings illustrate that predictive modeling of pancreatic cancer using 

longitudinal EHR data is promising despite the inherent challenges of data 

limitations, class imbalance, and modeling complex temporal relationships. 

Discussion & Implications 

This work highlights several key challenges in applying advanced AI methods to 

healthcare data. Although our initial goal was to use existing pre-trained models 

from prior studies and build upon them, we were unable to obtain their trained 

parameters. Access to these model parameters was not possible, which limited 

reproducibility and model comparison. We also planned to experiment with 

transformer-based architectures [6]; however, these models required specific system 

configurations that could not be implemented within the All of Us Researcher 

Workbench environment. The All of Us support teams were extremely helpful 

throughout the research process and provided clear guidance, but they confirmed 

that such system-level changes were not feasible due to infrastructure constraints. 

More broadly, this experience reflects the wider barriers to reproducibility, 

transparency, and equitable access in healthcare AI. Strict privacy regulations such 

as HIPAA and GDPR, while essential, restrict large-scale data sharing across 

institutions. As a result, health data remain fragmented across institutional silos, 

preventing the development of globally shared, high-performing medical AI models. 

Furthermore, because many advanced architectures and pre-trained parameters are 

closed-source, only large and well-resourced institutions can replicate or extend 
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state-of-the-art methods. These realities underscore that while predictive modeling 

with longitudinal EHRs holds great promise, realizing that potential requires 

balancing innovation with reproducibility, accessibility, and ethical stewardship of 

patient data. 

Conclusion 

Predicting pancreatic cancer using longitudinal EHR data is promising but complex. 

Sophisticated models like RETAIN and transformer-based architectures can detect 

subtle trends and temporal patterns, offering opportunities for earlier intervention. 

Yet, without addressing barriers of data privacy, computational accessibility, and 

model transparency, AI systems risk reinforcing existing inequities in healthcare. The 

path forward requires balancing accuracy, interpretability, and equity through 

strategies such as federated learning, which trains models across institutions 

without sharing patient data, privacy-preserving techniques, and investment in 

computational infrastructure for smaller institutions.  



© 2025 Society of North American Scholars (SNAS). All rights reserved. 
 

10 
 

References 

[1] National Health Service England, “Cancer Survival in England, cancers 

diagnosed 2016 to 2020, followed up to 2021,” 2023. 

[2] R. L. Siegel, T. B. Kratzer, A. N. Giaquinto, H. Sung, and A. Jemal, “Cancer 

statistics, 2025,” CA. Cancer J. Clin., vol. 75, no. 1, pp. 10–45, Jan. 2025, doi: 

10.3322/caac.21871. 

[3] D. McDonnell et al., “Elevated Glycated Haemoglobin (HbA1c) Is Associated with 

an Increased Risk of Pancreatic Ductal Adenocarcinoma: A UK Biobank Cohort 

Study,” Cancers (Basel)., vol. 15, no. 16, p. 4078, Aug. 2023, doi: 

10.3390/cancers15164078. 

[4] S. Grewe et al., “Elevated HbA1c Levels Are Associated with a Risk of Pancreatic 

Cancer: A Case–Control Study,” J. Clin. Med., vol. 13, no. 18, p. 5584, Sep. 2024, doi: 

10.3390/jcm13185584. 

[5] M. A. Ahmed, A. AbdelMoety, and A. M. A. Soliman, “Predicting cancer risk using 

machine learning on lifestyle and genetic data,” Sci. Rep., vol. 15, no. 1, p. 30458, 

Aug. 2025, doi: 10.1038/s41598-025-15656-8. 

[6] Z. Yang, A. Mitra, W. Liu, D. Berlowitz, and H. Yu, “TransformEHR: transformer-

based encoder-decoder generative model to enhance prediction of disease 

outcomes using electronic health records,” Nat. Commun., vol. 14, no. 1, p. 7857, 

Nov. 2023, doi: 10.1038/s41467-023-43715-z. 

[7] D. Placido et al., “A deep learning algorithm to predict risk of pancreatic cancer 

from disease trajectories,” Nat. Med., vol. 29, no. 5, pp. 1113–1122, May 2023, doi: 

10.1038/s41591-023-02332-5. 

[8] National Institutes of Health, “All of Us Research Program.” 

https://allofus.nih.gov/. 

[9] L. Rasmy et al., “Simple Recurrent Neural Networks is all we need for clinical 

events predictions using EHR data,” 2021. [Online]. Available: 

https://doi.org/10.48550/arXiv.2110.00998. 



© 2025 Society of North American Scholars (SNAS). All rights reserved. 
 

11 
 

[10] E. Choi, M. Bahadori, J. Kulas, A. Schuetz, W. Stewart, and J. Sun, “RETAIN: An 

Interpretable Predictive Model for Healthcare using Reverse Time Attention 

Mechanism,” 2017. 

  



© 2025 Society of North American Scholars (SNAS). All rights reserved. 
 

12 
 

AI, LINGUISTIC JUSTICE, AND HEALTH EQUITY: BRIDGING SOCIAL DETERMINANTS 

OF EDUCATION GAPS IN DIVERSE COMMUNITIES 

 

Madjiguene Fall, Ph.D. (Kean University) – madjiguene.fall@kean.edu  

Navya Kollapally, Ph.D. (Kean University) – navya.kollapally@kean.edu  

 

Abstract: Research Motivation. The Social Determinants of Education (SDoED) 

(Kollapally, Geller, et al., 2024) encompass a broad, yet incomplete list of factors such 

as socioeconomic status, community resources, and cultural influences that explain 

learning disparities and other factors contributing to academic gaps, such as 

student emotional support needs and outcomes. Ontologies (Ahmad & Gillam, 

2005), when paired with large language models (LLMs) (Xia et al., 2025), create a 

powerful tool that captures complex interrelations between SDoED factors. This 

project’s objective was to expand an original SDoED Ontology framework 

developed using a scoping review of research articles that failed to incorporate 

concepts related to non-mainstream and indigenous populations; proven to lack 

data inputs that reflect diverse linguistic and cultural perspectives and identities; 

thus, limiting its inclusivity and applicability.  

Key Contributions: To address this gap, this study at the intersection of education, 

linguistics, and AI constructs a multimodal framework that extracts multimodal 

concepts grounded in minoritized epistemologies. This approach incorporates 

community-specific SDoED knowledge that integrates real-time emotion 

recognition to curate emotionally supportive responses. The key multimodal data in 

the original SDoED framework – databases, educational websites, and 

questionnaires – will be refined using sociolinguistics/linguistic anthropology 

procedures (cultural contextualization, data balancing, community-centered 

corpora annotating, and ethical filtering) and various computer science protocols 

through a retrieval-augmented generation (RAG) process. This innovative workflow 

will generate accurate, context-aware, inclusive, and trustworthy data output to 

enhance the credibility of Large Language Model (LLM) generated responses. The 

mailto:–%20madjiguene.fall@kean.edu
mailto:–%20navya.kollapally@kean.edu
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resulting SDoEd framework will center on linguistic and cultural appropriateness 

and the accurate depiction of the educational and well-being of students.  

Social Implications. This work connects researchers, community translators, and 

culture experts as co-researchers through building trust and the creation of a 

community-based research pod, in which local stakeholders are considered a 

source of knowledge. 

Keywords: AI and education; tech justice; digital language justice; digital health 

equity  
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Theoretical Framework 

This mixed-methods study integrates qualitative synthesis with computational 

ontology engineering. Specifically, it expanded an existing Social Determinants of 

Education (SDoED) Ontology through a combination of scoping review (Tricco et al., 

2018), participatory engagement with underrepresented communities, and 

computational validation using large language models (LLMs). This approach 

ensured both theoretical rigor and practical inclusivity in capturing complex 

determinants of educational equity. 

Methods 

Phase 1: Scoping Review and Gap Identification 

With PRISMA guidance (Tricco et al., 2018), additional databases in education, 

sociology, psychology, anthropology, and indigenous studies are searched 

systematically. Inclusion criteria were broadened to non-English publications and 

research on linguistic minority and culturally diverse populations. Extracted data 

were extracted were inductively coded to identify emergent determinants of 

emotional well-being, non-verbal communication, and community-based practices. 

Results were mapped on to the baseline ontology to identify conceptual and 

relational gaps.  

Phase 2: Stakeholder and Community Engagement 

To validate and extend the ontology beyond mainstream models, participatory 

design methods (Nguyen, 2025) were employed. Expert panels of teachers, 

policymakers, and researchers in indigenous and marginalized education were 

consulted. Participatory mapping exercises enabled the drawing out of culturally 

grounded determinants and relational understandings not usually captured in 

formal research. These exercises were conducted with iterative feedback loops for 

inclusivity and authenticity.  

Phase 3: Ontology Expansion and Structuring 

We formalized the novel concepts and relationships with Protégé and OWL/RDF 

standards. The extended ontology contained sub-domains of socioeconomic status, 

cultural identity, family support, emotional well-being, and classroom engagement, 
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with constructs prominent for indigenous and non-mainstream populations made 

explicit (Fall, 2023). The ontology's consistency was checked by automated pitfall 

scanners and expert review. 

Phase 4: Large Language Model Integration 

To operationalize the ontology, we integrated it with LLMs for automatic 

identification and classification of SDoED factors in unstructured text (e.g., policy 

documents, ethnographic literature, educational texts). Ontology-guided prompts 

were developed to circumscribe LLM outputs within the structured ontology. 

Comparative experiments were conducted to compare the accuracy of LLM-only and 

ontology-aware LLM outputs. Special care was taken to audit for cultural bias, 

misrepresentation, and erasure of marginalized voices (Vindigni, 2025). 

Phase 5: Refinement and Evaluation 

Evaluation proceeded on both technical and practical levels (Kollapally et al., 2021; 

Kollapally, Keloth, et al., 2024; Kramer & Beißbarth, 2017). Technical performance was 

measured in terms of ontology coverage, semantic accuracy, and recall/precision of 

classification on annotated corpora. Practical evaluation proceeded through case 

studies with educators and policymakers, who tested the usefulness of the ontology 

for the diagnosis of barriers to learning and informing targeted interventions. 

Feedback from both strands was used in the iterative refinement of the ontology 

and LLM integration. 

Significance and Key Contributions 

To address this gap, this study at the intersection of education, linguistics, and AI 

constructed a multimodal framework that extracted multimodal concepts grounded 

in minoritized epistemologies. This approach incorporated community-specific 

SDoED knowledge integrating real-time emotion recognition to curate emotionally 

supportive responses. The key multimodal data in the original SDoED framework – 

databases, educational websites, and questionnaires – were refined using 

sociolinguistics/linguistic anthropology procedures (cultural contextualization, data 

balancing, community-centered corpora annotating, and ethical filtering) (Broesch, 

et al., 2024) and various computer science protocols through a retrieval-augmented 
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generation (RAG) process (Abouenour et al., 2014). This innovative workflow 

generated accurate, context-aware, inclusive, and trustworthy data output to 

enhance the credibility of Large Language Model (LLM) generated responses. The 

resulting SDoED framework centered on linguistic and cultural appropriateness 

(Jones, Satran, & Satyanarayan, 2024) and the accurate depiction of the educational 

and well-being of students.  

Social Implications 

This work connected researchers, community translators, and culture experts as co-

researchers through building trust and the creation of a community-based research 

pod, in which local stakeholders were considered a source of knowledge. At the 

university community level, innovative partnerships between the Computer Science 

and Education faculty, industry leaders, pluralistic cultural and language 

communities, and student researchers. In addition, there is potential to reduce 

educational disparities through the use of native languages and the involvement of 

multilingual community experts as translators and co-researchers. Furthermore, 

policymakers and stakeholders are better equipped to analyze the diverse factors 

contributing to academic gaps across communities, enabling more informed 

decision-making and targeted interventions.   
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DESIGNING AI-SUPPORTED INTERVENTIONS TO STRENGTHEN PRE-SERVICE 

MATHEMATICS TEACHERS’ CONTENT KNOWLEDGE 

 

Kimberly Sirin Budak, Ph.D. (University of Wisconsin) - sbudak@uwsp.edu 

Sait Suer, M.S. (Kennesaw State University) -  ssuer@students.kennesaw.edu  

 

Abstract: This article outlines the design, implementation, and anticipated 

outcomes of a sabbatical project that integrates artificial intelligence (AI) into 

mathematics teacher education. Addressing persistent gaps between 

undergraduate mathematics coursework and the content knowledge required for 

secondary-level teaching, the project proposes individualized AI-supported study 

plans for pre-service mathematics teachers. Tools such as Copilot, Khan Academy’s 

Khanmigo, and ChatGPT will be leveraged to provide adaptive feedback, real-time 

explanations, and targeted support for misconceptions. The project will be piloted 

between 2026 and 2027, with pre- and post-assessment data serving as measures 

of effectiveness. This article presents the project rationale, objectives, planned 

activities, and the anticipated benefits for students, faculty, and the broader 

mathematics education community. 

Designing AI-Supported Interventions to Strengthen Pre-Service Mathematics 

Teachers’ Content Knowledge  

mailto:%20sbudak@uwsp.edu
mailto:ssuer@students.kennesaw.edu
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Introduction and Background 

Strengthening pre-service teachers’ mathematical content knowledge remains a 

critical challenge in mathematics education (National Council of Teachers of 

Mathematics [NCTM], 2014; Boaler, 2016) . A recurring concern expressed by 

cooperating teachers and college supervisors is that student teachers often struggle 

to bridge the gap between abstract university-level mathematics and the secondary-

level topics they are expected to teach. Addressing this disconnect is essential, as 

content knowledge forms the foundation of effective instruction and directly 

impacts student learning. 

This project proposes the integration of artificial intelligence (AI) into teacher 

preparation as a means of providing individualized, adaptive support for pre-service 

mathematics teachers. Tools such as Microsoft Copilot, Khan Academy’s Khanmigo, 

and OpenAI’s ChatGPT offer immediate feedback, interactive explanations, and 

visual representations that can enhance conceptual understanding (Khan Academy, 

2023; OpenAI, 2023). By embedding these tools into personalized study plans, the 

project seeks to develop a sustainable system that strengthens mathematical 

content knowledge in ways not easily achieved through traditional instruction alone. 

The central research question guiding this project is: To what extent do pre-service 

mathematics teachers demonstrate measurable improvement in mathematical 

content knowledge from pre-test to post-test after participating in AI-supported 

study plans? 

Two exploratory questions provide further insight: (1) In what ways do students 

engage with AI tools to address misconceptions and support their learning? (2) 

Which areas of mathematical content knowledge show the most noticeable gains 

from the intervention? 

The overall thesis is that thoughtfully designed, AI-supported study plans can bridge 

the persistent gap between university coursework and secondary mathematics 

content, equipping pre-service teachers with both confidence and competence in 

their future teaching practice. 
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Objectives 

The primary objective of this sabbatical project is to design, implement, and evaluate 

an AI-supported intervention that strengthens pre-service mathematics teachers’ 

content knowledge (Holmes et al., 2019; Luckin et al., 2016). The first step will involve 

designing the system and piloting it with a small group of junior-level mathematics 

education students in Spring 2026. This pilot will allow for the administration of a 

baseline assessment aligned with Praxis objectives, the identification of common 

areas of weakness, and the opportunity to refine the system’s design. Weekly check-

ins, exit questions, AI prompt logs, and surveys will provide insights into how 

students interact with the intervention. These data, combined with post-test results, 

will guide revisions to ensure the system remains responsive and effective. 

Consultations with mathematics education faculty, cooperating teachers, and 

professional networks will strengthen the intervention, while technical support from 

a computer science doctoral student will enable the integration of AI tools into a 

unified platform.  

Methodology and Planned Activities 

The methodology of this project is structured across four phases spanning 2026 to 

2027. In Spring 2026, a pilot study will be launched with two to three voluntary junior-

level mathematics education majors. During this phase, a Praxis-aligned baseline 

assessment will be administered, and qualitative data will be collected on how 

students interact with AI tools such as Copilot, Khanmigo, and ChatGPT (Khan 

Academy, 2023; OpenAI, 2023). The findings from this pilot will inform refinements 

prior to full-scale implementation. In Fall 2026, the full implementation phase will 

begin, where a broader cohort of students will complete the Praxis Sample Test to 

establish baseline data. Following this, students will receive training on effective AI 

usage, with particular emphasis on prompt-writing strategies for problem solving, 

conceptual understanding, and visualization (Holmes et al., 2019). Individualized 

study plans will be developed based on the assessment results, and weekly 

meetings with exit questions will be conducted to monitor progress and address 

challenges. The Spring 2027 phase will focus on ongoing support and post-
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assessment. Students will continue working with their personalized study plans 

while providing survey feedback and usage data on their AI engagement. The same 

Praxis Sample Test will be re-administered as a post-test, allowing for direct 

comparison with baseline results. The final phase, conducted in Summer 2027, will 

synthesize the collected data and disseminate the results. This will involve preparing 

manuscripts for peer-reviewed publication, presenting findings at conferences, and 

developing a prototype Canvas-based seminar course that formalizes the 

intervention. Collaboration with the computer science doctoral student will also 

support the integration of the AI tools into a single consolidated platform for future 

use. 

Anticipated Results 

Although the study will be conducted in the future, several benefits are anticipated. 

For students, the intervention is expected to strengthen mathematical content 

knowledge through individualized study plans, weekly guided reflections, and 

structured training in AI usage (Boaler, 2016; NCTM, 2014) . Such engagement will 

likely enhance their ability to bridge advanced mathematics with secondary-level 

teaching, while also fostering professional growth through technological literacy. 

Faculty colleagues and teacher educators will benefit from access to a tested model 

for integrating AI into teacher preparation programs (Luckin et al., 2016) . Data on 

misconceptions and AI engagement patterns will provide valuable insights for 

refining curricula and teaching practices. Finally, the broader academic community 

will benefit from the dissemination of results through journal publications and 

conference presentations (Holmes et al., 2019). By sharing both empirical findings 

and design strategies, this project aims to contribute to national conversations on 

the responsible and effective integration of AI in mathematics teacher education. 
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Abstract: This study examines financial and governance features of leading U.S. 

pharmaceutical firms in predicting environmental performance and CO₂ emissions 

using machine learning (ML) models. Among the ML models, CatBoost, XGBoost, 

and Random Forest perform best with R² reaching around 90% for environmental 

performance. Key positive predictors include Corporate Social Responsibility (CSR) 

board committee presence, dividends relative to sales, sales revenue, selling, 

general, and administrative (SG&A) expense relative to sales, and the percentage of 

women directors. Core earnings and R&D are less important and are negative 

predictors of environmental performance. For CO₂ emissions, only CatBoost and 

Random Forest perform moderately well with R² reaching around 70%. SG&A 

expense, board size, and board independence are positive predictors, while debt 

ratio, core earnings, and dividends are negative predictors.   
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Introduction 

The U.S. pharmaceutical industry is one of the largest globally and has contributed to 

treatments such as gene therapies and immunotherapy-based oncology. Its growth 

also brings environmental challenges because manufacturing is energy-intensive 

and generates waste. Firms have responded with successful sustainability strategies 

as data shows improved environmental responsibility in recent years. This study uses 

ML models to examine the predictors of environmental performance and CO₂ 

emissions for the 11 leading U.S. pharmaceutical firms each with revenues above $10 

billion in 2023. I test the hypotheses that effective boards (gender diversity, 

independence, CSR committee presence, small size, CEO-Chairman separation) and 

financial strength (higher revenue, EBITDA, ROA; lower SG&A expense, R&D expense, 

debt, and capital expenditures) improve environmental outcomes. 

Prior Literature and Contribution 

Most ESG studies examine how environmental performance affects financial 

outcomes (e.g., Garcia and Orsato, 2020; Cortez et al., 2022). In contrast, I focus on 

predicting environmental performance itself. Nguyen et al. (2021) find board size and 

meeting frequency matter in Chinese polluting industries, while my study identifies 

CSR committee presence and percentage of women on board as key predictors in 

U.S. pharmaceutical firms, reflecting the different regulatory environments. Garcia 

Martin et al. (2020) report similar results for EU firms. My study confirms their results 

with a different sample and methodology, while also showing that financial 

characteristics play an important role alongside corporate governance 

characteristics in shaping environmental conduct. Studies on pharmaceutical 

sustainability (Demir and Min, 2019; Booth et al., 2023) rely on firm reports to assess 

environmental performance, whereas I use LSEG-Refinitiv’s composite 

environmental scores that encapsulate 186 most comparable and material company-

level measures to assess a company's overall environmental performance, 

commitment, and effectiveness (Refinitiv, 2024).  
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Data and Methods 

The dataset covers the major U.S. pharmaceutical firms including Eli Lilly, Johnson & 

Johnson, Merck, AbbVie, Amgen, Biogen, Pfizer, Vertex, Regeneron, Gilead, and 

Bristol-Myers Squibb between 2005 and 2023. Environmental performance is 

measured using the Refinitiv Environmental Pillar Score (0–100), which aggregates 

emissions, resource use, and environmental indicators from publicly disclosed data. I 

gathered the CO₂ emissions along with firm governance data from LSEG Refinitiv 

and the financial data from Yahoo Finance.  Five machine learning models are 

trained, and the best performers are used to identify feature importance. For the 

years for which environmental performance scores are missing, I used imputed 

median scores for the relevant firms. The following graphs show the improving 

environmental performance and declining carbon emissions across the board 

suggesting that U.S. big pharma have taken serious steps to address environmental 

concerns. My study examines the firm characteristics that are positively and 

negatively associated with these improvements. 
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Discussion And Conclusions 

The following table shows the performance of the ML models in predicting the 

environmental performance and carbon emissions of the sample firms. The 

predictive performances of CatBoost and XGBoost are outstanding reaching almost 

an R2 of 90% for environmental performance. While overfitting concerns arise with 

such high performance, using an 80%-20% train-test split in the analysis serves to 

alleviate those concerns. ML model performances with the studied firm features are 

not as remarkable for carbon emissions implying that there might be more 

fundamental drivers of carbon emissions such as manufacturing technology and 

energy choices. 

 

Among the three ML models chosen for environmental performance and two ML 

models chosen for carbon emissions, the firm financial and governance features 

with the highest feature importance scores are summarized in the following table. 
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The results show that governance features, especially CSR committee presence and 

female directors, along with financial features such as revenue, dividends, and SG&A 

expense are positively linked, while core earnings and R&D intensity are negatively 

linked with environmental performance. For CO2 emissions, the models have less 

predictive power. SG&A expense with board size and independence show positive 

association, while debt ratio, core earnings, and dividends show negative association 

with CO2 emissions. These findings are largely consistent with my hypotheses stated 

in the introduction. From a financial perspective, these firms ought to make sure to 

earmark funds for environmental responsibility while from a governance perspective 

they ought to pay particular attention to the formation of their CSR board 

committees, increasing the gender diversity of their boards, and making their boards 

more compact in terms of head count. This study thus highlights the joint influence 

of governance and financial features on environmental outcomes in U.S. 

pharmaceutical firms. Future research could extend the analysis to non-U.S. firms 

and other industries with significant environmental impact. 
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Abstract: Effective cybersecurity monitoring often relies on costly SIEM systems and 

certified analysts, leaving smaller organizations under protected. Open-source tools 

such as Snort provide affordable alternatives but require expertise that many 

institutions lack. This study investigates whether artificial intelligence (AI) can 

bridge this gap by enabling novices to perform effective log analysis. Two Snort 

logs—one case of suspicious traffic and one misconfiguration—were analyzed by 

three groups: an AI-assisted novice, a certified analyst using a commercial SIEM, 

and an unassisted help desk employee. Their assessments were compared with the 

system administrator’s validated outcomes. Results show that the AI-assisted 

novice consistently aligned most closely with the administrator in both cases, 

correctly distinguishing between benign and suspicious events. The AI-assisted 

novice outperformed the unassisted employee and, at times, matched or exceeded 

the certified analyst. These findings suggest that AI can democratize cybersecurity 

monitoring for smaller organizations by elevating novices to near-expert 

performance. Professional oversight, however, remains essential for complex or 

long-term security decisions. 

Keywords: Artificial Intelligence (AI) in Cybersecurity; Intrusion Detection Systems 

(IDS); Snort Log Analysis; Novice vs. Expert Analysts; Open-Source Security Tools; 

SIEM Alternatives 

  

mailto:azhamanov@na.edu
mailto:fcan@na.edu
mailto:balibekova@na.edu
mailto:akakhadze@na.edu
mailto:ali@na.edu
mailto:frank@na.edu


© 2025 Society of North American Scholars (SNAS). All rights reserved. 
 

32 
 

Introduction 

As cyber threats continue to evolve in scale and sophistication, effective network 

security monitoring remains one of the most critical defenses for organizations. 

Large enterprises often rely on commercial Security Information and Event 

Management (SIEM) systems and certified security professionals to monitor, detect, 

and respond to suspicious activities. Although these systems provide comprehensive 

functionality, they come with significant financial and operational costs that small 

businesses often cannot afford due to their high price. Moreover, their effective use 

requires substantial expertise in interpreting complex security logs and taking 

appropriate actions, which further limits their accessibility to organizations with 

limited technical resources. 

Literature Review 

Artificial intelligence (AI) and machine learning (ML) have made significant advances 

in intrusion detection systems (IDS), where supervised and deep learning models—

such as CNNs, RNNs, autoencoders, and hybrid systems—enhance anomaly 

detection and precision in identifying evolving threats [1]–[3]. Despite these gains, 

challenges persist: handling unstructured log data and balancing detection rate 

with false positives remain key hurdles. 

Large language models (LLMs) offer promising advances by leveraging contextual 

understanding. Recent work benchmarks models like DistilRoBERTa and GPT 

variants, demonstrating strong performance in log classification tasks when adapted 

with domain-specific tuning [4]. Broad reviews of LLM applications in cybersecurity 

underscore their potential for tasks such as log parsing, threat summarization, and 

alert triage, though these studies mainly target expert workflows and automated 

pipelines [5]. Practical implementations, such as Boffa’s LogPrécis, illustrate how 

LLM-enhanced pipelines can transform raw log data into actionable insights, 

thereby reducing analyst workload [6]. Explainability also remains a critical factor. 

Surveys and frameworks for explainable intrusion detection (X-IDS, XAI-IDS) 

emphasize that interpretability is essential for building trust and enabling less 

experienced staff to meaningfully use AI outputs [7], [8]. 
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Parallel to the development of AI tools, researchers have also compared the 

performance and cost-effectiveness of open-source and commercial SIEM solutions. 

Manzoor et al. [9] demonstrated that open-source SIEMs, when properly configured, 

can achieve comparable performance to commercial platforms while remaining 

affordable for small-to-medium enterprises. Similarly, Bezas and Filippidou [10] 

presented a comparative analysis of open-source SIEM architectures, highlighting 

their technical strengths and limitations. Vazão et al. [11] extended this discussion by 

evaluating an open-source SIEM configured for GDPR compliance, underscoring the 

feasibility of deploying affordable solutions in regulated environments. Hase [12] 

provided a systematic review of SIEM selection criteria, noting that evaluation 

processes vary depending on the expertise of the analyst—an insight that connects 

directly to the role of novices versus experts in security monitoring. 

Taken together, the literature confirms that both advanced AI tools and open-source 

SIEMs can significantly improve cybersecurity monitoring while reducing costs 

compared to proprietary enterprise platforms. Yet, none of these works address how 

AI may specifically empower novice users to perform analyses at a level comparable 

to certified professionals or how unassisted staff perform in comparison. This gap 

motivates the present study, which investigates whether AI assistance can enable 

novices to analyze Snort logs as effectively as experts, thereby contributing to the 

democratization of cybersecurity monitoring. 

Research Questions 

1. How do the three groups—an AI-assisted novice analyst, a certified cybersecurity 

analyst using an enterprise SIEM tool, and an unassisted help desk employee—

differ in their ability to analyze Snort logs for accuracy, completeness, and 

efficiency? 

2. How effective is AI assistance compared to professional expertise and no 

assistance in detecting threats, reducing false positives, and interpreting network 

activity? 

3. Can AI assistance make cybersecurity monitoring tasks easier for people with 

limited training, reducing the need for costly SIEM systems and specialized experts? 
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Research Method 

Data Collection 

Two Snort log samples were selected from a real organizational network as the basis 

for analysis. To preserve confidentiality, all IP addresses in the logs were anonymized 

before distribution. The logs represented two different types of network activity: 1). 

PNG Log – multiple alerts related to the download of unusually large PNG image 

files, classified by Snort as Attempted User Privilege Gain (Priority 1). 2). TFTP Log – 

repeated TFTP Get requests from an internal host to the broadcast address, 

classified as Potentially Bad Traffic (Priority 2). 

Participants 

The logs were provided to three different categories of analysts, each representing a 

distinct perspective: 1). Office (AI-assisted novice): A recent computer science 

graduate with no prior cybersecurity experience, using AI tools (ChatGPT and 

Claude) to assist with analysis. 2). Support (Experienced analyst): A certified 

cybersecurity analyst familiar with using enterprise-grade SIEM tools. 3). Helpdesk 

(Unassisted novice): A help desk employee with no cybersecurity training and no AI 

assistance. 

Evaluation Procedure 

Each participant independently analyzed both logs and was asked to: Assess the 

perceived threat level (low, medium, high), provide reasoning for their assessment, 

recommend specific actions to be taken (e.g., isolate host, block IP, monitor traffic). 

Their analyses were compared against the system administrator’s ground-truth 

assessment, which served as the benchmark. 

Findings 

The experiment with two Snort logs (PNG and TFTP) highlighted clear performance 

differences among the three analyst categories: 

1. Office (AI-assisted novice) demonstrated the closest alignment with administrator 

conclusions in both cases, identifying the TFTP event as a benign misconfiguration 
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and recommending containment for the PNG case consistent with the 

administrator’s actions. 

2. Support (experienced analyst) provided thorough, investigation-driven 

recommendations but was less precise about the likely cause of each event, 

reflecting a cautious but slower approach. 

3. Helpdesk (unassisted novice) tended to overstate risks, suggesting aggressive 

containment for benign activity, which could cause unnecessary operational 

disruption. 

Overall, AI assistance improved novice performance to a level comparable with, and 

sometimes more aligned than, professional expertise. 

 

Log Administrator 

Outcome 

Office (AI-

assisted 

novice) 

Support 

(Experienced 

analyst) 

Helpdesk 

(Unassisted 

novice) 

Closer 

Match 

TFTP Non-malicious. 

Caused by switch 

misconfiguration. 

Service disabled, 

traffic stopped. 

Threat level: 

Low. 

Reasoning: 

Likely PXE 

boot or 

misconfigured 

device. Action: 

Monitor, verify 

device, block 

TFTP if 

unused. 

Match: High – 

aligned 

exactly with 

benign cause. 

Threat level: 

Unclear. 

Reasoning: 

Could be 

malware or 

benign. 

Action: 

Investigate 

host, scan for 

malware, 

monitor 

network. 

Match: 

Moderate – 

valid but 

Threat level: 

Medium–

High. 

Reasoning: 

Considered 

scanning or 

malware. 

Action: Isolate 

device, scan 

for malware, 

block TFTP. 

Match: Low – 

overstated 

risk, 

unnecessary 

isolation. 

Office 
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overly 

cautious. 

PNG Suspicious but 

ultimately non-

malicious. No 

compromise 

found. External 

IP blocked, 

monitoring 

continued. 

Threat level: 

High. 

Reasoning: 

Treated as real 

attack 

attempt. 

Action: Isolate 

host, block IP, 

forensic 

analysis. 

Match: High – 

aligned with 

admin’s 

precautionary 

blocking. 

Threat level: 

Medium. 

Reasoning: 

Investigate 

first before 

action. Action: 

Confirm roles, 

check 

processes, 

then decide. 

Match: Partial 

– appropriate 

but less 

decisive. 

Threat level: 

Medium–

High. 

Reasoning: 

Considered 

host at risk, 

possible 

privilege 

escalation. 

Action: Isolate 

immediately, 

scan for 

malware. 

Match: Low – 

overstated 

compared to 

admin’s 

cautious-but-

not-isolation 

approach. 

Office 

 

Conclusion  

This study shows that AI assistance can elevate novices to perform cybersecurity 

monitoring tasks at near-expert levels. By comparing Office, Support, and Helpdesk, 

the research demonstrated that AI-assisted analysis was more accurate and better 

aligned with real outcomes than unassisted novices, and in some cases even 

outperformed experienced analysts. 

The results underscore AI’s potential to democratize cybersecurity monitoring by 

reducing dependency on costly SIEM tools and highly specialized staff. Still, 
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professional oversight remains indispensable for complex or ambiguous cases. 

Future work should expand the dataset, test across more attack types, and explore 

standardized AI-assisted workflows to maximize benefits while safeguarding 

accuracy.  
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Abstract: Artificial intelligence (AI) technologies are becoming increasingly 

common in higher education to support teaching and learning processes. However, 

realizing the real potential of AI in education depends on its efficient use. This study, 

based on a case study in the Department of Computer Science at North America 

University, explores students’ and faculty members’ perceptions and experiences of 

using AI, as well as faculty members’ recommendations. A survey was administered 

to 185 undergraduate and graduate students, and semi-structured interviews were 

conducted with faculty. The findings indicate that students use AI mainly for 

assignments, exam preparation, learning course content, problem-solving, and 

project work. Faculty members highlighted challenges such as reduced conceptual 

depth, academic integrity risks, and ethical concerns. These challenges were most 

evident in courses like Advanced Software Project Management, Computer 

Forensics, Network Security, Software Engineering, Database Systems, and Data 

Mining. Faculty also proposed several suggestions to address these concerns and to 

support the more effective and ethical use of AI. In this study, the analysis of these 

recommendations is presented in detail. Analyses also revealed no significant 

differences between undergraduate and graduate students’ patterns of use. 

Keywords - Artificial Intelligence (AI), Higher Education, Computer Science, AI 

integration, Instructional Technology, Pedagogical Alignment 
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Introduction 

In recent years, AI applications have created a transformative shift in education. 

Generative AI tools are now widely used by students to prepare assignments, 

practice programming, access information, and get ready for exams. In higher 

education, these tools are seen as both opportunities and risks. Understanding how 

students use AI is important for guiding instructors’ pedagogical planning and 

supporting universities in developing ethical policies. 

Research Aims 

This study has three main objectives: 

o To understand how students and faculty use AI for educational purposes. 

o To examine whether there are significant differences between undergraduate 

and graduate students in their patterns of AI use. 

o To suggest methods and recommendations for the more effective use of AI in 

education. 

Literature Review 

The use of AI in higher education has been getting more attention in the last few 

years, and there is now a wide range of studies on the topic. Most of this work points 

out both opportunities and risks. On the positive side, AI has been shown to help 

with things like personalized learning, adaptive content, learning analytics, and 

automated feedback, which can support student performance and motivation 

(Holmes et al., 2019; Luckin, 2021; Weng et al., 2024; Chu et al., 2022; Crompton & 

Burke, 2023). Generative AI tools such as ChatGPT are also reported to make writing 

easier and to help students better understand complex ideas (Tierney, 2025). For 

faculty, AI can save time and reduce workload, especially for administrative or routine 

tasks (Cotton et al., 2023; Popenici & Kerr, 2017; Dusana Schmidt et al., 2025). 

At the same time, the risks are also well-documented. A lot of concern has been 

raised around issues of academic honesty, plagiarism, and exam integrity (Yılmaz & 

Göksu, 2020; Tierney, 2025). Many scholars also warn that relying too much on AI can 

weaken important skills like critical thinking, creativity, and problem solving (Reina 

et al., 2025; Popenici & Kerr, 2017). Ethical issues are another common theme, 
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including the spread of incorrect information, algorithmic bias, and data privacy risks 

(Kasneci et al., 2023; Nelson et al., 2025). 

Student experiences and perceptions show a mixed picture. For example, Almassad 

et al. (2024) found that students value generative AI for efficiency and learning 

support but also worry about misuse. Alshamy et al. (2025) reported that both 

students and staff see potential in generative AI tools, though they are cautious 

about overreliance and skill loss. In Spain, Campillo-Ferrer et al. (2025) noted that 

students use AI widely but stress the need for better guidance. Khan et al. (2025) also 

showed positive attitudes toward AI but highlighted that cultural and institutional 

settings matter for how it is accepted. 

A common point across literature is the need for universities to set clear rules and 

guidelines on how AI should be used. Many authors argue that banning AI is not 

realistic or helpful; instead, governance-based approaches and stronger AI literacy for 

both students and teachers are more effective (Shata & Hartley, 2025; Cotton et al., 

2023; Luckin, 2021). While students usually take a more optimistic and practical view 

(Obenza et al., 2024; Almassad et al., 2024; Khan et al., 2025), faculty members are 

often more critical and cautious (Reina et al., 2025; Alshamy et al., 2025). 

To sum up, AI in higher education offers big opportunities but also serious risks. The 

general view in the literature is that AI should not be banned but rather used in ways 

that are guided by ethical, pedagogical, and institutional frameworks, and adapted 

to the real needs of students and teachers (Crompton & Burke, 2023; Chu et al., 2022; 

Dusana Schmidt et al., 2025). 

Method 

3.1 Research Design 

This study used a mixed-methods design. Quantitative data were collected through 

a survey, while qualitative data were obtained through semi-structured interviews. 

3.2 Sample 

• Students: 185 participants (about 62% undergraduate, 38% graduate). 



© 2025 Society of North American Scholars (SNAS). All rights reserved. 
 

43 
 

• Faculty: 6 instructors from the Department of Computer Science. 

• Courses: Advanced Software Project Management, Computer Forensics, 

Network Security, Software Engineering, Database Systems, and Data Mining. 

3.3 Data Collection 

• Student Survey: 10 questions (Likert-scale). 

• Faculty Interviews: Semi-structured questions focusing on pedagogical 

integration, ethical issues, and challenges. 

Findings 

4.1 Student Survey Results 

The survey showed that students use AI for a variety of purposes. Most common 

uses: assignment completion, learning course content, application development , 

and generating alternative ideas as shown Figure.1 

  

                                                                         

Figure 1. Students' purpose for using AI 

Average Likert scores: Time efficiency (3.5), Deep learning (3.7), Ethical awareness 

(3.8), Motivation (3.2), Independent problem-solving (3.1), Critical evaluation (3.0), 

Conflicts with AI (2.8), Exam use (2.6). These results suggest that while students value 

time-saving and ethical awareness, they score lower in exam use and critical 

evaluation. 

4.2 Undergraduate vs. Graduate Students 
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Independent sample t-tests showed no significant differences between 

undergraduate and graduate students’ use of AI (p > 0.05) as shown Figure 2. This 

suggests that AI use may be linked more to individual factors than academic level. 

 

Figure 2. Independent Sample t-Test Scores 

 

4.3 Faculty Perspectives 

Qualitative data revealed two key themes: 

Challenges and Limitations: 

o Using AI without real understanding leads to surface-level learning. 

o Overreliance may weaken critical thinking and problem-solving. 

o Sometimes AI generates answers that look correct but lack context. 

o Concerns about data privacy, academic integrity, and intellectual property 

were emphasized. 

Effective Use Strategies: 

o AI should be positioned as a complementary learning tool. 

o Students should learn core concepts before using AI, question outputs, and 

compare across tools. 

o Course design should integrate AI in ways that encourage critical thinking. 

o AI should not just be a convenience tool but also a source of creativity and 

innovation. 
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Discussion and Conclusion 

This study brings together students’ AI use practices and faculty perspectives to offer 

a broad view of AI’s role in higher education. Findings can be summarized in three 

areas: 

o Student Use: Students rely heavily on AI for assignments and exam 

preparation. However, low scores in critical evaluation raise concerns about 

surface-level learning. 

o Academic Level: No significant differences were found between 

undergraduates and graduates that individual motivation matters more than 

demographics. 

o Faculty Perspective: Faculty acknowledged AI’s potential for creativity and 

pedagogical value but stressed ethical concerns and risks of shallow learning. 

Based on survey analysis and faculty feedback, several recommendations were made 

for students to use AI more effectively: 

o Effective Use: AI tools should be integrated in line with course objectives and 

learning outcomes. Students should develop strong prompt engineering 

skills, design their own AI applications, and treat AI not only as a shortcut but 

also as a source of creativity and innovation. 

o Critical Use: Students should adopt a questioning approach, validate outputs, 

and maintain responsibility for their own learning. 

o Ethical Use: Issues of data privacy, plagiarism, and academic integrity must 

always be prioritized. 

In conclusion, AI offers both opportunities and risks in higher education. Its 

effectiveness depends on careful pedagogical integration, critical reflection, and 

ethical safeguards. 
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EXPLORING AI FOR TEACHING AND LEARNING: A PRACTICAL INSTRUCTOR’S 

PERSPECTIVE 

 

Zeliha Ozdogan, Ph.D. (The Pennsylvania State University- Harrisburg) – zzo12@psu.edu  

 

Abstract: Artificial Intelligence (AI) is creating new opportunities to transform 

teaching and learning. As an instructor, I have been exploring how these tools can 

enhance student engagement and improve my classroom practice. This 

presentation will share my personal journey of adopting AI resources, what I have 

learned along the way, and how these tools are beginning to shape my approach to 

teaching. I will introduce several accessible tools—Microsoft Copilot, ChatGPT, 

Adobe Firefly, and Google Notebook LM—and reflect on how I am starting to use 

them. Copilot and ChatGPT have supported me in drafting materials, Firefly has 

opened creative possibilities for visuals, and Notebook LM offers potential for 

collaborative notetaking. I will discuss the benefits, challenges, and strategies I have 

discovered while experimenting with these resources. By the end of the session, 

attendees will gain both an overview of key AI tools and a firsthand perspective on 

the process of adopting them. My goal is to inspire fellow instructors to see AI as a 

partner in education, while also recognizing that the journey requires curiosity, 

experimentation, and reflection. 

Keywords: AI in Education; Teaching and Learning; Innovation Instructional; 

Technology Digital Pedagogy 
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Introduction 

Artificial intelligence (AI) has rapidly moved from a niche topic to a daily presence in 

higher education. Instructors across disciplines are being challenged to rethink how 

learning happens when students have access to generative AI tools such as ChatGPT, 

Microsoft Copilot, and Google Notebook LM. Rather than treating these technologies 

as a disruption, I began to see them as an opportunity to improve teaching 

effectiveness and student engagement. My goal as an instructor has been to explore 

how AI tools cannot supplement student learning, while also promoting critical 

thinking and creativity. 

This paper summarizes the key ideas from my presentation “Exploring AI for 

Teaching and Learning: A Practical Instructor’s Perspective.” It reflects on what I have 

learned while experimenting with AI in my classes, reviews recent literature on 

digital pedagogy, and highlights resources that can help educators thoughtfully 

adopt AI in their teaching practice. 

Literature Review 

Digital Pedagogy and Technology Integration 

The conversation around digital pedagogy has evolved significantly over the past 

two decades from seeing technology as a novelty in classrooms to recognizing it as 

an integral part of the learning process. Early studies emphasized the potential of 

digital tools to make education more flexible, accessible, and aligned with real-world 

competencies (Makarova &Makarova; 2018). Their work demonstrated that the 

combination of pedagogy, technology, and guided instructor support can transform 

educational environments by promoting active learning and digital literacy. In this 

framework, instructors often take on a role similar to a tutor; someone who mediates 

between students and digital tools to ensure that technology enhances, rather than 

overwhelms, the learning experience. 

Recent research confirms that digital pedagogy has matured into a recognized 

academic field, with global attention growing sharply since 2020 (Santoveña-Casal & 

López, 2024). This development has been influenced by the rapid digitalization of 

higher education and the challenges brought by the COVID-19 pandemic, which 
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forced both instructors and institutions to adopt new tools quickly. Bibliometric 

studies show that digital pedagogy research now extends beyond mere technology 

adoption, focusing instead on how flexible pedagogies can adapt to varied teaching 

contexts and support educational quality (Santoveña-Casal & López, 2024). 

Ching and Roberts (2020) argue that while technology can make teaching more 

dynamic, its success depends less on the tools themselves and more on the 

instructional design behind them. Their discussion of models such as TPACK 

(Technological Pedagogical Content Knowledge) and ADDIE (Analyze, Design, 

Develop, Implement, Evaluate) highlights that technology integration should always 

be driven by pedagogical goals, not the other way around. Similarly, Okojie, Olinzock, 

and Okojie-Boulder emphasize that technology integration is most effective when 

viewed as part of the overall instructional process; linked to objectives, feedback, 

assessment, and student reflection (Okojie et al.,2006). 

AI and Emerging Pedagogies 

The rise of generative AI has introduced both excitement and unease in academic 

settings. Recent discussions emphasize the potential of AI to support personalized 

feedback, assist in idea generation, and model problem-solving processes (Kasneci 

et al., 2023). While some instructors express concern about academic integrity and 

fairness, others view AI as an opportunity to strengthen students’ critical thinking 

and engagement through guided and intentional use. 

In higher education, researchers have begun exploring both the challenges and 

benefits of integrating AI-based tools such as ChatGPT. Sullivan, Kelly, and 

McLaughlan (2023) observed that the release of ChatGPT has sparked important 

debates around academic integrity, equity, and access. Their analysis of university 

responses revealed not only concerns about plagiarism and authenticity but also 

opportunities to redesign assessments and promote new forms of participation for 

students from underrepresented backgrounds. This shift encourages educators to 

consider how AI can be used ethically to support not replace student learning. 

Emerging studies also suggest that AI can play a meaningful role in developing 

higher-order thinking skills. For example, Guo and Lee (2023) implemented ChatGPT-

based activities in chemistry courses, finding that structured interaction with AI 
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improved students’ confidence in analyzing information, forming arguments, and 

validating evidence. Similarly, Suriano et al. (2025) found that active engagement 

with AI-based chatbots positively influenced students’ complex critical thinking 

performance, particularly when they approached AI use with curiosity and reflection 

rather than dependence. These studies highlight the need for educators to design 

activities that cultivate trust, engagement, and critical evaluation of AI outputs. 

Beyond critical thinking, AI and machine learning also show promise in supporting 

personalized and adaptive learning environments. Tiwari (2023) notes that AI-

assisted systems such as intelligent tutoring, adaptive testing, and learning analytics 

allow instruction to be tailored to each student’s needs. These tools hold potential to 

improve outcomes and accessibility, though concerns about privacy, bias, and equity 

remain important areas for continued research and dialogue. 

Resources for Instructors 

There are several accessible tools and resources that educators can explore to begin 

integrating AI into their teaching. Microsoft Copilot offers writing assistance, 

brainstorming, and content generation within familiar platforms such as Word and 

PowerPoint. ChatGPT provides flexible text generation that can support reflective 

prompts, case studies, and peer feedback exercises. Adobe Firefly enables creative 

visual projects, while Google Notebook LM helps students organize and synthesize 

information collaboratively. 

Many colleges and universities now offer free, high-quality resources to help faculty 

integrate AI into their teaching. These include workshops, sample policies, online 

training modules, and guidance from teaching and learning centers. Such 

institutional support helps instructors adopt tools like Microsoft Copilot, ChatGPT, 

Adobe Firefly, and Google Notebook LM in ways that promote critical thinking, 

creativity, and collaboration. 

A particularly helpful open resource is Bloom’s Taxonomy Revisited (2024) by Oregon 

State University which connects Bloom’s traditional hierarchy of learning objectives 

with generative AI applications. It illustrates how AI can supplement learning at each 

level from helping students recall and understand concepts, to supporting analysis, 
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evaluation, and creation while emphasizing that human reflection, ethics, and 

judgment remain essential. 

Using this framework, instructors can design activities where students engage with 

AI critically rather than depend on it. For instance, students might use ChatGPT to 

generate different solutions to a problem, then analyze and justify which one 

demonstrates stronger reasoning. By combining institutional support with resources 

educators can confidently integrate AI as a supplement to learning, fostering both 

digital literacy and deeper critical engagement. 

Conclusion 

As AI becomes more embedded in higher education, instructors have a unique 

opportunity to guide students in using these tools thoughtfully and responsibly. The 

goal is not to resist AI but to integrate it in ways that promote reflection, creativity, 

and critical thinking. When used intentionally, AI can serve as a partner in learning 

helping students explore ideas, evaluate information, and engage more deeply with 

course material. 

However, successful integration requires clarity and transparency. Instructors should 

be explicit about how AI can and cannot be used in their courses and include a clear 

AI policy in their syllabi. Establishing these expectations helps students understand 

appropriate use, maintain academic integrity, and build confidence in their own 

learning process. 

Ultimately, the integration of AI in education is not about replacing human 

intelligence but expanding it. By combining sound pedagogy, institutional support, 

and well-defined classroom guidelines, educators can ensure that AI strengthens—

not weakens—the core values of higher education: curiosity, integrity, and the 

pursuit of meaningful learning.  
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Abstract: This objective of this study is to examine the factors that enable or hinder 

the use of artificial intelligence (AI) to improve energy efficiency in small and 

medium-sized enterprises (SMEs), an area that remains largely understudied. 

Previous research has examined enablers and barriers to energy efficiency in 

buildings (Jaffe & Stavins, 1994; Yeatts et al., 2017; Peel et al., 2020; Palm & 

Bryngelson, 2023), industrial systems (Thollander & Palm, 2013; Lunt et al., 2014), 

manufacturing (Trianni et al., 2016; Cagno et al., 2017), and broader sustainability 

practices (Caldera et al., 2019; Basit et al., 2024; Moursellas et al., 2024; Zavodna et 

al., 2024). Some studies have also explored the development of AI solutions for 

small-business operations (Crockett et al., 2021; Mantri & Mishra, 2023; Md. 

Kamruzzaman et al., 2025). However, there is a significant need to examine AI 

particularly in the context of energy efficiency in SMEs. This issue is critical not only 

for national and global energy use or consumption (Henriques & Catarino, 2016; 

Gennitsaris et al., 2023; OECD, 2025) but also for sustainability in SMEs (Viesi et al., 

2017; Álvarez Jaramillo et al., 2019). Accordingly, the primary aim of this study is to 

evaluate the key barriers and enablers (Table 1) shaping the adoption of AI for 

energy efficiency in SMEs. As such, the guiding research question for this review is: 

What are the key enablers and barriers influencing the adoption of AI-driven energy 

efficiency technologies in SMEs, and how do they shape adoption choices? 
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Barrier 1 - Knowledge Gap and Limited Awareness 

Limited knowledge and awareness hinder AI-driven innovation and energy 

efficiency. A knowledge gap occurs when existing understanding of AI outputs fall 

short of strategic or innovative needs (Qi et al., 2020; Martin & Parmar, 2024). Despite 

AI’s potential, major gaps persist, especially among SMEs lacking data and expertise 

for AI-based energy management (Wigger et al., 2025). Similarly, low awareness 

limits small firms’ adoption of energy-efficient technologies (Ketenci & Wolf, 2024; 

Peretz-Andersson et al., 2024). 

Barrier 2 - Implementation or Investment Cost 

High costs limit AI adoption for energy efficiency, driven by infrastructure expenses 

(Cubric, 2020) and resource scarcity (Soomro et al., 2025). Small firms lack capital 

(IEA, 2015), while development and deployment are costly (Danish, 2023). Financial 

and hidden costs further deter adoption (Pimenow et al., 2024; Carlander & 

Thollander, 2023). 

 

Barrier 3 - Integration Challenge and Complexity 

 Integration challenges arise when AI systems do not fit existing infrastructures, 

requiring technical adjustments and expertise (Danish, 2023). The complexity and 

“black box” nature of AI hinder transparency and trust (Park, 2025), while practical 

approaches are needed to support effective integration using existing resources 

(Wigger et al., 2025). 

Barrier 4 - Privacy and Security Concerns 

Privacy and security worries stop many small businesses from using AI. Fears of data 

misuse and hacking make it seem unsafe (Carmody et al., 2021; Tolani et al., 2025). 

Protecting data is a big challenge (Dibie, 2024), especially since AI gathers sensitive 

information. Limited knowledge of how AI handles data adds more doubt (Lim & 

Shim, 2022; Iyelolu et al., 2024). These hidden risks come from its ability to uncover 

private details (Hu & Min, 2023; Carmody et al., 2021).  
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Despite these challenges, there are also significant enablers that can help SMEs 

harness AI to improve their energy performance, which will be outlined below.  

Enabler 1 - Policies and Incentives 

Policies and incentives help promote sustainable energy use (Steg et al., 2006). Clear 

rules and support programs encourage small firms to use AI for efficiency (Dixon et 

al., 2010; Yahchouchi & Rotabi, 2025). Government action creates motivation and 

reduces costs, making AI adoption easier (Henriques & Catarino, 2016; Shaik et al., 

2024). 

Enabler 2 - Partnerships and Collaborations 

Partnerships and teamwork help small firms access expertise and AI tools (Iyelolu et 

al., 2024). Working with energy providers, tech firms, and universities helps share 

knowledge and close skill gaps. Collaboration across teams and organizations 

supports AI use and problem-solving (Egbuhuzor et al., 2024), speeding progress 

toward AI-driven and low-carbon goals (Shaik et al., 2024). 

Enabler 3 - Technical Assistance 

Technical assistance helps small firms adopt AI by offering consulting, pilot projects, 

and implementation support (Egbuhuzor et al., 2024). It promotes strategies and 

best practices to overcome barriers (Uwagaba, 2023; Khaq et al., 2024). Services like 

consultancy, energy audits, and integration guidance improve AI deployment and 

build leaders’ knowledge and skills for effective use (Das, 2024). 

Enabler 4 - Training and Educational Programs 

Training and education are key to reducing the AI skills gap. Specialized programs 

focused on energy applications help build expertise (Tunde et al., 2024). 

Collaboration between industry, academia, and government is vital for developing 

skilled workers. Training initiatives enable SMEs to adopt sustainable, AI-driven 

practices (Basit et al., 2024; Emedo et al., 2025) and improve efficiency through well-

structured programs that strengthen their ability to use AI effectively (ul Haq et al., 

2025).  
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This study categorizes the key enablers and barriers to AI adoption in SMEs into three 

interrelated areas: financial, technical, and behavioral. Financial factors concern costs 

and perceived risks of implementation - high costs often pose significant barriers, 

but policies and incentives can encourage investment. Technical factors relate to 

system integration and complexity, with compatibility challenges hindering 

progress, while technical assistance facilitates smoother implementation and 

improved performance. Behavioral factors focus on organizational and individual 

capabilities: Knowledge gaps, limited awareness, and privacy concerns hinder 

adoption, while training, education, and partnerships build the trust, skills, and 

collaboration needed for successful AI integration. While some factors span multiple 

categories, the analysis here focuses on their primary influence. 

ATTACHMENT 

Table 1. Enablers and Barriers for AI adoption in SMEs for energy efficiency 

 FACTORS STUDIES 

BARRIERS Practitioners’ 

knowledge gap and 

limited awareness 

Qi et al. 2020; Martin & Parmar 2024; 

Birkstedt & colleagues 2023; Wigger et al., 

2025; Ketenci & Wolf 2024; Peretz-Andersson 

et al. 2024.  

Implementation or 

investment cost 

Cubric, 2020; Soomro et al., 2025; Danish. 

2023; Pimenow et al. 2024; Thollander, 2023; 

Wigger, 2025. 

Integration challenge 

and technical 

complexity 

Danish, 2023; Park, 2025; Wigger 2025 

Privacy and security 

concerns 

Carmody et al., 2021; Tolani et al., 2025; Dibie, 

2024; Lim & Shim, 2022; Iyelolu et al., 2024; 

Carmody et al. 2021 
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ENABLERS Policies and 

incentives 

Steg et al., 2006; Dixon et al., 2010; 

Yahchouchi & Rotabi, 2025; Henriques & 

Catarino, 2016; Shaik et al., 2024 

Partnerships and 

Collaborations 

Iyelolu et al., 2024; Egbuhuzor et al. 2024; 

Shaik et al. 2024.  

Technical Assistance Egbuhuzor et al., 2024; Uwagaba, 2023; Khaq 

et al., 2024; Das, 2024.  

Training and 

Educational 

Programs 

 

Tunde et al., 2024; Basit et al., 2024; Emedo 

et al., 2025; ul Haq et al., 2025 
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Abstract: Mobile forensic investigations struggle to keep pace with the rapid 

evolution of mobile applications, as commercial tools require frequent updates yet 

often fail to extract novel or application-specific artifacts. Large language models 

(LLMs), widely applied across diverse fields, present an opportunity to address this 

gap by reasoning about data structures without prior tool-specific knowledge. In 

this paper, we introduce MobileTriageAgent, an experimental LLM-driven forensic 

analysis system that automates artifact discovery and interpretation from Android 

device file systems. Our methodology involved selecting the top 15 applications from 

the Google Play Store, populating them with test data, and processing the resulting 

device archives using both leading commercial forensic tools and our proposed 

LLM-based system. To evaluate accuracy, we manually identified and cataloged 

application artifacts as ground truth, enabling a direct comparison of performance 

across approaches. MobileTriageAgent employs a command-based framework for 

TAR parsing, SQLite querying, and structured file analysis, while leveraging LLM 

reasoning to identify forensic artifacts such as user identifiers, tokens, geolocation 

records, and communication traces. Results demonstrate that the LLM-based 

approach reveals critical evidence overlooked by commercial tools, highlighting its 

potential to aid digital investigations. 
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Introduction 

Digital Forensics (DF) is a branch of forensic science dedicated to the identification, 

collection, preservation, analysis, and presentation of digital evidence. Within this 

field, Mobile Forensics focuses on smartphones and IoT devices, where tools in this 

domain typically parse mobile filesystems and operating systems (most commonly 

Android and iOS) to extract and interpret artifacts generated by user applications [1]. 

These tools often rely on predefined application structures to map and present 

artifacts that may hold investigative value [2].  

A major challenge in mobile forensics today is the exponential growth of data stored 

on modern smartphones, which now often ship with hundreds of gigabytes of 

capacity [2]. A single device can now contain over 250 GB of potential evidence, while 

even one application may generate thousands of files, dramatically increasing the 

volume of data that investigators must analyze. Compounding this issue, new 

applications are released daily, and existing ones are continuously updated. 

Traditional digital forensic tools struggle to keep pace with these rapid changes, 

requiring frequent updates to support evolving data formats and application 

versions [3]. 

To address these scalability and adaptability challenges, our research investigates 

the use of Large Language Models (LLMs) in DF to support the triage and analysis of 

digital artifacts. Our guiding research question is: Can LLMs support DF by reasoning 

over text data from digital artifacts? This hypothesis builds on the fact that most 

digital artifacts are text-based, suggesting that LLMs can be leveraged to directly 

parse and interpret application content. By doing so, they offer a scalable 

mechanism for processing large volumes of files and applications within an evidence 

image. Such an approach would allow investigators to automatically identify and 

summarize relevant artifacts without prior technical knowledge of specific 

application structures, presenting digital evidence in a clear, human-readable format 

[4]. 

Methodology 

As a proof of concept for our research hypothesis, we developed MobileTriageAgent, 

an agent-based LLM system built using OpenAI’s models and the LangChain 

framework. The agent is designed to automate digital artifact triage and reasoning 
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within application files. In short, it can: (1) parse TAR images commonly used in 

Android acquisitions; (2) extract and interpret file metadata; (3) perform SQLite 

queries and structured file analyses; (4) decode binary data and reason about file 

contents within a forensic context; (5) identify key artifacts such as digital identifiers, 

authentication tokens, geolocation records, and communication traces; and (6) 

export a CSV report summarizing the relevant findings. 

In essence, after the user selects the application to be analyzed, our tool 

automatically extracts all its files and begins reasoning over them. For auditing and 

transparency purposes, the user can follow the model’s reasoning process, including 

the steps taken by the agent, the tools invoked, and the rationale behind each 

decision. The designed prompt specifically instructs the model to search for 

potential forensic artifacts such as user IDs, usernames, phone numbers, emails, 

transactions, logs, locations, passwords, device identifiers, communications, URLs, 

financial data, authentication tokens, and other behavioral patterns relevant in a 

digital investigation context. Upon completing the analysis, the tool exports two 

folders: one containing all extracted application artifacts and another containing the 

triage reports (in CSV format). Each report highlights the most relevant files from a 

digital forensic perspective and provides an interpretation of their significance and 

potential evidential value. 

Results 

To evaluate our tool, we populated an Android device with the 15 most popular 

applications available on the Google Play Store at the time of testing. The selection 

included widely supported applications in DF tools, such as Facebook, WhatsApp, 

and Instagram, as well as emerging applications that are not yet fully parsed by most 

forensic platforms, such as Venmo, DoorDash, and ChatGPT. The results produced by 

our tool were then compared against those obtained using the well-established 

forensic software Magnet AXIOM Examine. 

Empirically, our tool demonstrated strong performance in reasoning over and 

triaging digital artifacts. For instance, within the Facebook application data, a log file 

named mqtt_log_event0.txt contained 47 lines of connectivity-related information. 

While such a file might be too technical or overwhelming for investigators (especially 

considering that this is one piece of evidence in the 447 files existing in Facebook), 
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our tool successfully summarized its contents and translated the information into a 

more accessible, layperson-friendly description. In contrast, Magnet AXIOM Examine 

displayed only URL-related information for Facebook. Consequently, an investigator 

using Magnet AXIOM would need to manually navigate the app’s filesystem, locate 

the log file, and interpret it independently, making the overall investigation process 

significantly more time-consuming and labor-intensive. 

When analyzing another application, Venmo, Magnet AXIOM was unable to parse 

any data directly. The only way to locate Venmo-related information was by manually 

navigating through the filesystem view or performing a keyword search (an 

approach that assumes the investigator already knows the file name or portions of 

its content). In contrast, our tool successfully parsed files containing transaction 

details and corresponding timestamps, providing meaningful contextual 

information that could be likely valuable in an investigation. 

Conclusions 

Our tool demonstrates that LLMs hold strong potential to transform DF 

investigations by enabling the automated parsing and reasoning of textual data 

from digital artifacts. Their ability to efficiently triage files and applications directly 

addresses the growing challenges posed by increasing device storage capacities and 

the rapid release of new applications. Moving forward, future work will focus on 

integrating feedback from law enforcement professionals to refine prompts and 

analytical workflows, developing holistic reporting methods that connect related 

artifacts, and implementing and evaluating these capabilities using local, open-

source LLMs to promote transparency, reproducibility, and practical adoption within 

forensic environments. 
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Abstract: Research Motivation: Physics Education Research (PER) shows that 
writing a strategy for solving a problem is an effective technique for recalling the 
broader physics topic and improving problem-solving performance. At the same 
time, predictive technology in the form of machine learning algorithms has the 
potential for implementing strategy writing in physics classes at scale. The more 
recent advances of natural language processing in the form of Large Language 
Models (LLMs) elevate this technology to the next level. Thus, we were interested in 
evaluating the new potential unlocked by LLMs for implementing strategy writing 
in physics problem solving. 

Key Contributions: In this work, strategies for solving an online quiz problem written 
by over six thousand undergraduate students, in an introductory physics course at a 
large Midwestern university during 2020–2023, were assessed by OpenAI's GPT-5 
model. The accuracy of the model in predicting student outcomes on correctly 
solving the given problem was evaluated. The model's fairness in scoring student 
population was estimated. 

Social Implications: Since the introduction of LLM-based chatbots, such as ChatGPT 
by OpenAI, there is ongoing discussion about the future of education. As they 
improve linguistic and reasoning capabilities, the teachers and students alike ask 
themselves what to use such powerful technology for? With this proposal we 
contribute to the discussion by showing one way of using LLMs for the benefit of 
education. That is, we can provide many students with feedback on their written 
work thereby implementing more sophisticated and individualized teaching and 
learning techniques while staying in control of their large-scale implementation 
and fair evaluation. 

Keywords: physics education; artificial intelligence; problem solving; strategy 
writing; assessment; automated scoring; natural language processing; algorithmic 
bias; statistical accuracy;  
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Introduction 

Physics Education Research shows that developing qualitative skills plays an 

important role not only in student understanding but also problem solving. One 

such method was found to be strategy writing: when students solve a physics 

problem, they write their strategy or approach in plain words alongside their 

quantitative solution (Leonard, Dufresne, & Mestre, 1996). We implemented this 

method in a large-enrollment (~2000 students annually) introductory physics class 

for future engineers and scientists at a US Midwestern university. During online 

quizzes throughout the semester, students wrote a brief essay describing their 

strategy for solving one of the problems. Since evaluating qualitative student 

strategies on such a scale would be infeasible, predictive technology in the form of 

machine learning (ML) algorithms was used and proved effective. That is, by training 

ML models on the strategy data and quiz results we were able to predict the 

outcomes with an accuracy of 80% (Munsell, Rebello, & Rebello, 2021). The more 

recent advances of natural language processing in the form of Large Language 

Models (LLMs) show potential to elevate this technology to the next level. Thus, we 

were interested in evaluating the new potential unlocked by LLMs for implementing 

strategy writing in physics problem solving. 

This study was guided by research questions: With what accuracy can we predict 

students’ quiz scores based on the strategies they write for solving the quiz 

problem? What benefits and drawbacks do LLMs have in comparison with more 

traditional ML methods (such as logistic regression) when evaluating problem-

solving strategies in physics? 

 

 

Data and Methods 

Our dataset combined four semesters of data from a quiz problem assigned to 

students in the course. The ‘Ballistic Pendulum’ quiz problem is shown in Figure 1. It 

is a popular problem in physics and requires understanding when mechanical 

energy is lost and conserved in collisions. Each student worked on the quiz and 
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submitted a response individually. Notes, web browsing, and collaboration were 

prohibited by using an online proctoring system. All textual responses were recorded 

on a learning management system alongside the quiz results in the form of the final 

binary score: correct vs incorrect. 

 

Figure 1. The Ballistic Pendulum problem 

The students were asked to not only derive the correct answer 𝑉 =  √2𝑔ℎ, but also to 

describe in words the general strategy that they used for solving it. This provided 

data in the form of the students' written responses. Data loading was performed 

using Python’s library pandas. Data cleaning was performed to dispose of duplicate, 

empty, and invalid responses. In the end, the curated dataset contained 𝑁 =

 6,137 student entries (that is, score-strategy pairs). Each written strategy contained 

58.3 words on average. 

GPT-5 was one of the state-of-the-art large language models at the time of this work 

(OpenAI, 2025). It exhibits human-like language capabilities in many general-

purpose tasks such as chatbot reply, text summary, code completion, and so on. 

Using the application programming interface (API) provided by OpenAI, we 

prompted this model to distinguish between correct and incorrect responses in our 

dataset by evaluating each written strategy with a rubric. 

Each prediction made by the model was compared with the actual results that the 

students achieved. After trying various forms of the rubric provided to the model in 

its prompt message, we were able to achieve an accuracy of 79%, which is 
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comparable with the results obtained in prior research using more traditional 

machine learning methods. To evaluate model’s fairness in scoring student 

responses as correct or incorrect, the confusion matrix was built, and its off-diagonal 

elements were minimized. 

Limitations and Implications 

In this study, only one problem was considered, and it required students to 

determine their answer in symbolic representation using the multiple-choice format. 

Therefore, the results may not be generalizable to other formats and representations, 

not to mention other topical areas in introductory physics. Also, student strategies 

were not analyzed by themselsves. Rather, a given student’s strategy was evaluated 

based on the student’s quiz score, which may involve random guessing. A student 

might write a good, sound strategy for solving the quiz problem but still get it wrong 

in the end, and vice versa. 

When compared with more traditional ML methods, using LLMs for language-based 

tasks is simpler in practice because one needs to produce an effective prompt 

instead of optimizing algorithms on a given dataset. The downside of LLMs is their 

cost and environmental impact. The accuracy of both approaches never exceeds 

80%, making them unreliable for classroom implementation. Therefore, we propose 

using LLMs more increasingly for providing feedback, rather than for scoring. In our 

case, it is conceivable that a LLM would generate a sentence per each rubric item for 

students to view (Allen, Shanker, & Rebello, 2025). This could allow educators to 

predict student performance based on written responses, to identify at-risk students, 

and to tailor instruction to meet their needs. 
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Abstract: Every decade has witnessed revolutionary technologies that reshape 

markets and, at times, entire economies. Artificial intelligence (AI), particularly 

ChatGPT, represents the latest transformative force and has rapidly become a 

central topic of discussion. This study examines the impacts of performance 

expectancy, effort expectancy, social influence, and facilitating conditions—key 

constructs of the UTAUT model—on behavioral intentions and actual use of 

ChatGPT in higher education, focusing on the perceptions of students and 

university staff. Using quantitative research design, survey data will be collected 

from undergraduate students and faculty members from diverse disciplines. 

Random sampling will be employed to ensure a representative population. The 

findings are expected to provide insights into how students and staff perceive AI 

technologies in academic settings and to inform institutional decision-making 

regarding policies on AI usage in higher education. 
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Introduction 

Artificial intelligence (AI)–based large language models (LLMs) are creating waves 

across every field. Scholars and practitioners consider them one of the most 

significant discoveries of the decade. Fields such as business and education have 

witnessed multidimensional applications of these technologies—sometimes leading 

to positive contributions and other times sparking new debates about their 

appropriate use. Since AI technology is still in its early stages, its effects across 

various sectors remain unclear. Many businesses have taken advantage of AI-based 

language models, and creative fields such as writing and blogging have also 

benefited greatly from them. 

Among various AI models, one that stands out in the market due to its numerous 

advantages and ease of use is ChatGPT. ChatGPT is an open-access language model 

based on the principles of natural language processing (NLP) and functions as an 

intelligent agent or chatbot that responds to user queries (George & George, 2023). 

The application of ChatGPT in industries such as healthcare and technology has 

been remarkable (Aydın & Karaarslan, 2022; Javaid et al., 2023). To remain competitive 

and profitable, businesses increasingly adopt advanced technologies such as 

predictive analytics, marketing analytics, customer re-purchase modeling, and brand 

loyalty analysis. Meanwhile, the healthcare sector has long faced a shortage of 

qualified staff for tasks such as medical documentation, transcription, and 

prescription management (Chu, 2023). Furthermore, areas such as cybersecurity, 

personal data protection, and information theft prevention have also utilized 

ChatGPT to support their business growth (Renaud et al., 2023). Overall, ChatGPT has 

provided a significant competitive advantage across these diverse sectors. 

Higher education places significant emphasis on developing students’ skills, 

particularly their writing and communication abilities. Universities employ various 

tools and assessment methods to evaluate students’ competency levels in these 

areas, recognizing their importance for both institutional learning outcomes and 

individual student success (Hostetter et al., 2023; Firat, 2023). Different writing 

styles—such as creative writing for blogs or essays, and research writing for journal or 

conference papers—follow distinct formats and conventions. In recent years, the 
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COVID-19 pandemic has greatly impacted higher education, prompting the adoption 

of diverse pedagogical delivery methods such as Zoom, hybrid, and fully online 

learning. With the shift to online submissions, cases of plagiarism have increased, 

creating challenges for faculty in distinguishing original from copied work. ChatGPT 

has been used for both generating plagiarized content and assessing the quality and 

originality of student submissions. Some faculty members argue that AI-powered 

tools may facilitate plagiarism, especially when used intentionally by students. 

However, others believe that such technologies can support students’ creative 

writing efforts, such as composing poems or essays (Hostetter et al., 2023; Susnjak, 

2022). 

The first goal of this research is to understand the perceptions of students and staff 

regarding the use of large language models (LLMs) such as ChatGPT. To examine 

these perceptions, the study employs the Unified Theory of Acceptance and Use of 

Technology (UTAUT) developed by Venkatesh et al. (2003) (see Figure 1). UTAUT is one 

of the most widely applied models in the field of technology acceptance (Holden 

and Karsh, 2010). Previous studies using this model have successfully identified 

correlations between users’ motivation and their attitudes toward adopting new 

technologies. By applying this model, we aim to explore the relationship between 

individuals’ behavioral intentions and their actual technology adoption outcomes. 

 

Figure 1, Unified Theory of Acceptance and use of Technology 

The second goal of the proposed research is to provide evidence regarding the 

effectiveness of this technology. Using the UTAUT model, the research design will 
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incorporate variables such as performance expectancy, effort expectancy, social 

influence, and facilitating conditions. These variables include dimensions related to 

perceived ease of use, perceived usefulness, and subjective norm. By developing 

survey questions aligned with these dimensions, the study aims to determine the 

relationships between the independent variables and the desired outcomes. 

The third goal of this research is to assist university administrations across the nation 

in making informed decisions when formulating policies on the use of AI 

technologies. Given the novelty and widespread adoption of such technologies, 

developing effective policies remains a significant challenge. This study aims to 

contribute by identifying the key criteria necessary for skill development and by 

examining the extent to which AI technologies can support students’ academic 

success. 

Methodology 

The study will employ an online questionnaire survey to collect data. The survey will 

target undergraduate students from various majors and faculty members from 

multiple disciplines. Random sampling will be used to ensure representativeness of 

the population. The survey design will incorporate multi-item scales that measure 

variables such as perceived ease of use, perceived usefulness, and behavioral 

intention. In addition, the instrument will explore participants’ opinions regarding 

the ethical responsibilities of students and faculty when seeking assistance from AI-

based tools. The survey will also include control variables such as ethical dilemmas to 

account for potential moderating effects. 

Multi-item measures will be adapted from established scales in prior studies. The 

items assessing perceived ease of use will be adapted from Davis (1989), Davis et al. 

(1989), and Tung et al. (2008), while perceived usefulness will be adapted from Mun 

et al. (2006). Behavioral intention will be measured using the scale developed by 

Carlson and O’Cass (2011). Measures for social influence (subjective norms) and 

facilitating conditions will also be adapted from Mun et al. (2006). All items will be 

assessed using a five-point Likert scale, where 1 represents “strongly disagree” and 5 

represents “strongly agree.” 
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After data collection, univariate analysis techniques such as descriptive statistics and 

frequency analysis will be conducted to examine the research variables. 

Subsequently, multivariate analysis methods, including correlation analysis and 

Partial Least Squares Structural Equation Modeling (PLS-SEM), will be employed to 

test the research hypotheses. 

Expected Contributions 

This research has several expected theoretical contributions. First, it applies the 

UTAUT model to the context of AI-assisted learning, providing empirical evidence on 

students’ and faculty’s acceptance of LLMs such as ChatGPT. Second, it expands the 

literature on technology adoption in higher education by examining behavioral 

intentions, perceived ease of use, and perceived usefulness specifically for AI-based 

tools. 

In addition, the study has several potential practical contributions for higher 

education. First, it provides university administrators with evidence-based insights to 

formulate policies on AI tool usage, ensuring ethical and effective integration into 

academic activities. Second, it identifies criteria for skill development that can be 

enhanced by AI tools, helping educators support students’ academic success. Finally, 

it offers guidance to faculty on addressing plagiarism concerns while leveraging AI 

for teaching and learning. 

Overall, this study contributes to ongoing discussions on the ethical use of AI in 

education, promoting responsible technology integration across universities 

nationally and potentially internationally. 
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Abstract: This paper explores the emotional harms caused by generative AI 

systems that simulate human interaction. It shows how chatbots and AI 

companions can trigger dependency, loneliness, or mental health crises by drawing 

on psychological theory, empirical research, and case studies. Key risk factors 

include anthropomorphization, design features, and user vulnerability. The findings 

highlight a regulatory and ethical gap in how AI systems are evaluated for 

emotional safety. Policy, design, and education must adapt to prevent long-term 

psychological harm as AI continues to blur the line between machine function and 

human connection. 
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Introduction 

The rapid expansion of generative AI (GenAI) has transformed human-machine 

interaction, with chatbots and digital tools acting as assistants, coworkers, and 

substitutes for human relationships (Nature Machine Intelligence, 2025). Early 

examples like ELIZA showed that even simple systems could evoke strong emotional 

reactions, leading users to share personal thoughts and assume empathy in 

machines (Weizenbaum, 1966; 1976). These interactions reveal a human tendency to 

project emotions onto technology, creating misplaced trust and dependence 

(Clarke, 1973). Human psychology often forms one-sided or parasocial bonds with 

media figures, and this now extends to AI companions (Horton & Wohl, 1956; Nass & 

Moon, 2000). Anthropomorphization, the attribution of human traits, emotions, or 

intentions to non-human entities, such as animals, objects, or deities, makes it easier 

to see machines as friends or caregivers, deepening emotional connections and 

raising risks when the AI system malfunctions or is withdrawn (Haber & Moore, 2025). 

The results are not always temporary; they can lead to long-term effects such as 

grief, dependency, or social withdrawal (Fang et al., 2025). 

Evidence across case reports, experiments, and journalistic accounts shows 

increasing emotional risks. These include psychological distress from chatbot 

shutdowns, unsafe mental health responses, and reduced real-world social 

interaction (Nature Machine Intelligence, 2025; Haber & Moore, 2025; Fang et al., 

2025).  

This paper offers a structured synthesis of such findings to show how design, user 

vulnerability, and usage patterns contribute to psychosocial harm. These emotional 

harms deserve attention alongside technical or ethical AI concerns, especially as 

policy, design standards, and digital literacy remain underdeveloped. 

Historical and Conceptual Foundations 

The risks associated with emotional attachment to AI systems are not new. The 

“ELIZA effect” from the 1960s showed how people attributed understanding and 

compassion to a simple rule-based chatbot (Weizenbaum, 1966; Weizenbaum, 1976). 

This projection stems from anthropomorphization. As Clarke (1973) warned, such 
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projections make users overly trusting and emotionally invested in machines. These 

interactions mirror parasocial relationships, one-sided emotional ties people form 

with media figures, which are known to provide comfort yet lack reciprocal support 

(Horton & Wohl, 1956). When these relationships shift to AI systems, users may 

misjudge the artificial nature of the interaction, even while knowing intellectually 

that the “partner” is a machine (Nass & Moon, 2000). This behavior is rooted in 

psychological shortcuts like intuition and System 1 thinking, where immediate 

emotional judgments override rational analysis (Kahneman, 2011). System 1 and 

System 2 thinking were introduced by Daniel Kahneman in his book Thinking, Fast 

and Slow (2011). System 1 thinking is fast, automatic, and intuitive, relying on 

shortcuts and past experiences. System 2 thinking is slow, effortful, and logical, used 

for careful reasoning and complex decisions. These longstanding human tendencies 

help explain why emotional reactions to chatbots continue despite users’ awareness 

of the technology’s limitations. 

Empirical Evidence of Emotional Harm 

Documented harms span a wide spectrum. Some users report grief after losing 

access to AI companions, reacting as if a close friend or partner has died (Emotional 

risks of AI companions, 2025). In one case, a woman described feeling “abandoned 

and betrayed” after a chatbot service ended without warning, triggering a 

depressive episode that required therapy (Hart, 2025). These experiences are not 

limited to isolated individuals. Community forums and app reviews contain 

hundreds of similar testimonials, often with intense emotional language that reflects 

real loss. Others show dependency on chatbot interactions, with studies noting 

reduced offline socializing and increased loneliness among frequent users (Fang et 

al., 2025). Some users turn to AI systems for daily conversations, replacing 

interactions with friends or family. This substitution effect can reshape social 

routines, leading to longer periods of solitude and less emotional resilience. Serious 

clinical concerns have emerged with mental health chatbots. A Stanford study 

revealed instances where therapy bots mirrored suicidal ideation, echoed harmful 

thoughts, or failed to redirect users toward safer paths (Haber & Moore, 2025). In one 

troubling case, a user hinted at suicidal thoughts through indirect language. The 
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chatbot, lacking clinical nuance, responded with cheerful encouragement, 

misinterpreting the message. Suicidal ideation often appears in subtle or coded 

forms, such as joking references, withdrawal, or changes in tone, patterns that 

current AI systems struggle to detect.  

The large-scale trial with 981 participants and over 300,000 chatbot messages (Fang 

et al., 2025) showed how engagement patterns predict risk. Participants who 

engaged in longer, late-night sessions were more likely to report emotional 

exhaustion, while those using AI tools for structured tasks like journaling or reflection 

fared better. The data suggest that unrestricted use, especially during emotionally 

vulnerable hours, contributes to harm. Additionally, AI’s inability to set emotional 

boundaries may intensify damage. Unlike therapists or human peers who express 

fatigue or limits, AI systems respond indefinitely, offering constant validation and 

attention. While comforting at first, this limitless availability can reinforce unhealthy 

coping mechanisms, such as rumination that refers to a repetitive and persistent 

thought process where individuals dwell on negative experiences, thoughts, or 

feelings or emotional avoidance. In some cases, users confessed to fabricating 

emotional scenarios to maintain the chatbot’s interest, reflecting a troubling need 

for digital affirmation. 

These patterns echo concerns raised in other domains, such as gaming or social 

media addiction, where continuous access without natural stopping points leads to 

compulsion. However, the stakes are higher with emotionally intelligent AI because 

the user believes their feelings are being reciprocated, even when no human 

understanding is present. 

Mechanisms of Emotional Harm 

Several factors drive emotional harm. First, design features such as human names, 

voices, and continuity across conversations make AI systems feel socially real. These 

elements strengthen user attachment and blur the line between digital tools and 

real people (Weizenbaum, 1976). Second, usage intensity matters. The more frequent 

and prolonged the interaction, the stronger the emotional reliance becomes, 

especially when it substitutes for human contact (Fang et al., 2025). Third, user 
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vulnerabilities heighten the risk. People with limited social support, anxiety, or 

psychiatric conditions are more likely to trust AI’s responses as genuine empathy 

(Haber & Moore, 2025). These individuals may not distinguish between machine 

outputs and human understanding.  

Finally, feedback loops can worsen the situation. When systems are overly agreeable 

or sycophantic, which refers to one who excessively flatters, praises, or agrees with 

someone in power or authority, often in an insincere or exaggerated manner, to gain 

favor, advantages, or personal benefits, they may reinforce the user’s negative 

thoughts. In emotionally vulnerable users, this can validate distorted beliefs rather 

than challenge them (Emotional risks of AI companions, 2025). 

Implications and Recommendations 

AI companions and therapy bots fall into a gray zone of regulation. Current 

frameworks, such as FDA oversight or the EU AI Act, do not adequately address 

wellness apps or companionship tools that may affect mental health (Hart, 2025). As 

a result, products often launch without emotional safety measures or crisis 

detection. Corporate practices must evolve. Some firms are experimenting with 

built-in “break prompts” or session limits, but these are optional and inconsistently 

applied. Requiring emotional protection features, especially for apps with continuous 

engagement or mental health purposes, could prevent harm (Emotional risks of AI 

companions, 2025).  

Public education also lags behind. Most AI literacy efforts focus on privacy or bias, 

not emotional impact. More attention is needed on the risks of dependence, 

loneliness, or even delusions arising from repeated AI use (Fang et al., 2025). 

Education campaigns could teach users to set boundaries and avoid confusing 

digital tools with human relationships.  

Global policy coordination is necessary. Inconsistent rules allow companies to deploy 

in less regulated areas. A precautionary approach that prioritizes emotional safety 

before widespread release is needed (Clarke, 1973). Psychologists, clinicians, and AI 

developers should work together to detect warning signs like early stage “AI 



© 2025 Society of North American Scholars (SNAS). All rights reserved. 
 

90 
 

psychosis”, a severe mental condition characterized by a loss of contact with reality, 

while protecting autonomy (Weizenbaum, 1966). 

Conclusion 

Emotional harms from AI companions and therapy bots are no longer speculative. 

They range from increased loneliness and dependency to hallucinations, delusions, 

and psychiatric crises (Fang et al., 2025; Hart, 2025). These harms result from a mix of 

persuasive design, heavy use, and user vulnerability (Haber & Moore, 2025). Although 

AI tools may offer support and reduce isolation, those benefits are fragile and 

conditional. These findings reveal a growing mismatch between AI system 

capabilities and human expectations. Emotional interaction, once viewed as a 

secondary feature, is now central to how people engage with digital tools. This shift 

demands a new ethical focus: not just on fairness, privacy, or transparency, but on 

emotional safety and long-term psychological effects. AI tools are not neutral, and 

their emotional design choices shape user beliefs, behaviors, and well-being. 

Immediate action is needed across sectors to address these risks. Developers must 

integrate crisis detection, emotion regulation boundaries, and warning mechanisms. 

Policymakers should close regulatory gaps that allow wellness tools to bypass 

scrutiny. Mental health professionals must be included in AI design teams, not just as 

advisors but as co-creators of emotionally safe systems. Educators and community 

leaders also play a role. Digital literacy must include emotional literacy, in other 

words teaching people how to recognize when they are projecting feelings onto 

machines or using AI tools in ways that replace rather than support real-world 

connections. Preventive steps like structured use, limits on conversational continuity, 

and visible reminders of the tool’s non-human nature may help reduce harm. Finally, 

research should continue tracking how different populations interact with 

emotionally expressive AI. Vulnerable groups, including adolescents, elderly users, 

and those with mental health conditions, may require specialized precautions. 

Emotional harm could scale alongside AI adoption without such attention, resulting 

in broader public health consequences. AI systems that simulate empathy must be 

held to higher standards. The more humanlike they appear, the more responsibility 
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developers carry. Building emotionally supportive AI is not just a technical challenge, 

it is a social obligation. 
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Abstract: Recurrent Neural Network (RNN) methods of Long Short-Term Memory 

(LSTM) and Gated Recurrent Unit (GRU) are devised primarily to fix exploding and 

vanishing gradients problems. In addition, they have capability to make use of 

earlier history in forecasting the future of any time series. This paper attempts to 

question this capability in a real scenario setting with Google stocks’ closing price 

series. Results reveal that the Vanilla RNN outperforms LSTM and GRU slightly. 
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Introduction 

RNNs represent a remarkable class of neural architectures specifically engineered to 

process sequential data, demonstrating considerable efficacy across domains such 

as natural language processing, speech recognition, and time series analysis 

(Rumelhart et al., 1986). Unlike traditional feedforward networks that assume 

independence between inputs, RNNs leverage internal memory to process 

sequences by maintaining a hidden state that captures information from preceding 

elements (Elman, 1990). This recurrent connection enables them to model temporal 

dependencies, making them inherently suitable for tasks where the order and 

context of data points are critical. 

Despite their theoretical appeal, vanilla RNNs suffer from significant practical 

limitations, most notably the vanishing and exploding gradient problems (Bengio et 

al., 1994). These issues severely impede their ability to learn and retain long-term 

dependencies within sequences. The gradient signal, which guides weight updates 

during training, either diminishes exponentially over time (vanishing) or grows 

uncontrollably (exploding), rendering the network incapable of capturing 

relationships between distant elements in a sequence. 

To address these fundamental challenges, LSTM networks were introduced 

(Hochreiter & Schmidhuber, 1997). LSTMs enhance the RNN architecture by 

incorporating specialized "gates"—namely the input, forget, and output gates—that 

regulate the flow of information into and out of a dedicated cell state. This 

sophisticated gating mechanism allows LSTMs to selectively remember or forget 

information over extended periods, effectively mitigating the vanishing gradient 

problem and enabling them to learn remarkably long-range dependencies. 

Consequently, LSTMs have achieved state-of-the-art performance in numerous 

sequential tasks, from machine translation to sentiment analysis. 

A more recent advancement in the RNN is the GRU (Cho et al., 2014). GRUs can be 

viewed as a simplified variant of LSTMs, featuring fewer gates (an update gate and a 

reset gate) and merging the hidden state and cell state into a single hidden state. 

This reduced complexity often translates to faster training times and lower 
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computational overhead, while largely retaining the ability to capture long-term 

dependencies. Despite their structural simplicity compared to LSTMs, GRUs 

frequently exhibit comparable performance across a wide array of sequence 

modeling tasks, offering an efficient alternative for applications where 

computational resources are a constraint. The evolution from vanilla RNNs to LSTMs 

and GRUs underscores a continuous effort to develop neural architectures capable of 

effectively processing and learning from sequential data, thereby unlocking 

unprecedented capabilities in diverse computational domains. 

RNN Architecture 

The key characteristic that differentiates the simplest form of RNN, Vanilla RNN, from 

a feedforward network is its internal memory, ℎ𝑡. At its core, an RNN is designed to 

process sequences of inputs, denoted as 𝑥1, 𝑥2, … , 𝑥𝑡 , … The network receives the 

current input 𝑥𝑡 from the sequence. This could be a word embedding, a single 

numerical value in a time series, or a feature vector. The second input the network 

receives is the hidden state from the previous time step, ℎ𝑡−1. This is the "memory" 

component; it encapsulates information summarized from all prior inputs in the 

sequence (𝑥1,...,𝑥𝑡−1). The current hidden state ℎ𝑡 is computed using a non-linear 

activation function (like tanh or ReLU) applied to a weighted sum of the current 

input 𝑥𝑡 and the previous hidden state ℎ𝑡−1. 

ℎ𝑡 = 𝑓(𝑊ℎℎℎ𝑡−1 + 𝑊𝑥ℎ𝑥𝑡 + 𝑏ℎ)     (1)     

where 𝑓 is the non-linear activation function (e.g., tanh), 𝑊ℎℎ is he weight matrix for 

the recurrent connection (hidden state to hidden state) which dictates how the past 

memory influences the current memory, 𝑊𝑥ℎ is the weight matrix for the input 

connection (input to hidden state) that dictates how the current input influences the 

current memory and lastly 𝑏ℎ is the bias vector for the hidden state.  

Optionally, at each time step, the RNN can produce an output 𝑦𝑡. This output is 

typically a function of the current hidden state ℎ𝑡. 

𝑦𝑡 = 𝑔(𝑊ℎ𝑦ℎ𝑡 + 𝑏𝑦)    (2) 
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where 𝑔 is another activation function (e.g., softmax for classification, linear for 

regression), 𝑊ℎ𝑦 is the weight matrix for the output connection (hidden state to 

output), and 𝑏𝑦 is the bias vector for the output. 

A crucial aspect of the RNN is weight sharing, the same set of weights (𝑊ℎℎ, 𝑊𝑥ℎ, 𝑊ℎ𝑦) 

and biases (𝑏ℎ,𝑏𝑦) are used across all time steps. This allows the model to generalize 

patterns learned at one point in the sequence to other points, making it efficient for 

variable-length sequences. As per training, an RNN involves unfolding it over time 

and applying backpropagation, which computes gradients for the shared weights. 

This process is called Backpropagation Through Time (BPTT). 

The hidden state ℎ𝑡 is the memory core of the RNN. It is a compressed summary of 

all information observed by the network from the beginning of the sequence up to 

the current time step t. It acts as a "context" vector that informs the processing of the 

current input 𝑥𝑡 and influences future hidden states and outputs. The ability to 

propagate this state through time is what enables RNNs to model sequential 

dependencies. See Figure 1 below for a visual illustration of the RNN. 

 

Figure 1: Structure of a Typical RNN, folded and unfolded. 

LSTMs are a sophisticated type of RNN designed to learn long-term dependencies, 

effectively mitigating the vanishing gradient problem inherent in simpler RNNs. 

They achieve this through a unique internal structure called a memory cell and 

several interconnected gates. 
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At each time step 𝑡, an LSTM processes the current input 𝑥𝑡 and the hidden state 

from the previous time step ℎ𝑡−1. Crucially, it also interacts with a cell state (𝐶𝑡), which 

acts as a long-term memory. 

Here is a breakdown of its components and operations: The Cell State (𝐶𝑡) accounts 

for the Long-Term Memory and is the core of the LSTM. It runs straight through the 

entire chain, carrying information across long sequences. Information can be added 

to or removed from the cell state via the gates. 𝐶𝑡 is influenced by 𝐶𝑡−1 (the previous 

cell state) and by what the current input 𝑥𝑡 and previous hidden state ℎ𝑡−1 collectively 

"decide" to add or forget.  

LSTMs use three "gates" to control the flow of information into and out of the cell 

state. Each gate is essentially a small neural network (typically a sigmoid layer) that 

outputs values between 0 and 1, acting as a "filter" or "switch." A value of 0 means "let 

nothing through," and 1 means "let everything through." The first one is the Forget 

Gate (𝑓𝑡) which decides what information to discard from the previous cell state 𝐶𝑡−1. 

𝑓𝑡 = 𝜎(𝑊𝑓 • [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓) 

where, σ is the sigmoid activation function. The gate looks at ℎ𝑡−1 and 𝑥𝑡 and outputs 

a number between 0 and 1 for each number in the cell state 𝐶𝑡−1. The second gate is 

the Input Gate (𝑖𝑡) that decides what new information from the current input 𝑥𝑡 

should be stored in the cell state. 

𝑖𝑡 = 𝜎(𝑊𝑖 • [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖) 

The Candidate Cell State (𝐶̃𝑡) creates a vector of new candidate values that could be 

added to the cell state. 

𝐶̃𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝐶 • [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝐶) 

𝐶̃𝑡 uses the tanh activation, which outputs values between -1 and 1.  

The Cell State (𝐶𝑡) is updated where the magic of "forgetting" and "adding" happens 

to update the long-term memory. 

𝐶𝑡 = 𝑓𝑡 ⊙ 𝐶𝑡−1 + 𝑖𝑡 ⊙ 𝐶̃𝑡) 
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Here, ⊙ denotes element-wise multiplication. The old cell state 𝐶𝑡−1 is scaled by the 

forget gate (𝑓𝑡), and the new candidate values (𝐶̃𝑡) are scaled by the input gate (𝑖𝑡). 

These two parts are then added together to form the new cell state 𝐶𝑡. Lastly, the 

Output Gate (𝑜𝑡) decides what part of the cell state to output as the current hidden 

state ℎ𝑡. This is the information that will be passed on to the next time step and used 

to compute the actual output 𝑦𝑡.  

𝑜𝑡 = 𝜎(𝑊𝑜 • [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜) 

ℎ𝑡 = 𝑜𝑡 ⊙ tanh (𝐶𝑡) 

The output gate decides which parts of the (filtered) cell state are relevant for the 

current time step's output and the next hidden state. 

The constant error carousel enabled by the cell state, where gradients can flow 

relatively unhindered through the 𝐶𝑡 path, largely solves the vanishing gradient 

problem, allowing LSTMs to learn dependencies over hundreds or thousands of time 

steps. In addition, this network controls information flow: The explicit gating 

mechanisms provide precise control over what information is stored, forgotten, and 

exposed, leading to more stable and effective learning of complex sequential 

patterns. 

In essence, LSTMs augment the basic recurrent unit with sophisticated gating 

mechanisms and a dedicated cell state, giving them a much more refined control 

over their internal memory, enabling them to excel at tasks requiring the 

understanding of long-range dependencies in sequential data. 
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Figure 2: Structure of a Typical LSTM 

GRUs are a type of RNNs that, like LSTMs, were developed to address the vanishing 

gradient problem and improve the ability of RNNs to capture long-term 

dependencies. They are often considered a simplified version of LSTMs because they 

achieve similar performance with fewer gates, leading to a less complex architecture 

and often faster computation. At each time step 𝑡, a GRU processes the current input 

𝑥𝑡 and the hidden state from the previous time step ℎ𝑡−1. Unlike LSTMs, GRUs do not 

have a separate cell state; instead, they directly update the hidden state ℎ𝑡 using two 

primary gates: the update gate and the reset gate.  

The first gate of the GRU is the update Gate (𝑧𝑡) which controls how much of the 

information from the previous hidden state (ℎ𝑡−1) should be carried over to the 

current hidden state (ℎ𝑡), and how much of the new candidate hidden state should 

be incorporated. It essentially determines the "weight" of the past. 

𝑧𝑡 = 𝜎(𝑊𝑧 • [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑧) 

Here, 𝜎 is the sigmoid activation function, which outputs values between 0 and 1. A 

value close to 1 means "keep a lot of the old information" or "add a lot of the new 

information," while a value close to 0 means "forget a lot of the old information" or 

"add little of the new information." On the other hand, the Reset Gate (𝑟𝑡) determines 

how much of the previous hidden state (ℎ𝑡−1) should be forgotten when computing 
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the new candidate hidden state. A value close to 0 means "forget everything from 

the past," effectively making the candidate hidden state only dependent on the 

current input. 

𝑟𝑡 = 𝜎(𝑊𝑟 • [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑟) 

 

In the GRU network, the new Candidate Hidden State (ℎ̃𝑡) blends the current input 𝑥𝑡 

with a reset version of the previous hidden state. The reset gate (𝑟𝑡) directly 

influences how much of ℎ𝑡−1 is considered here. 

ℎ̃𝑡 = tanh (𝑊ℎ • [𝑟𝑡 ⊙ ℎ𝑡−1, 𝑥𝑡] + 𝑏ℎ 

Here, ⊙ denotes element-wise multiplication. Notice how ℎ𝑡−1 is multiplied by 𝑟𝑡 

before being combined with 𝑥𝑡. If 𝑟𝑡 is close to 0, it "resets" or largely ignores ℎ𝑡−1for 

this candidate calculation. Final Hidden State (ℎ𝑡) is the ultimate hidden state that is 

passed to the next time step and used for output generation. It is a combination of 

the previous hidden state and the new candidate hidden state, weighted by the 

update gate. 

ℎ𝑡 = (1 − 𝑧𝑡) ⊙ ℎ𝑡−1 + 𝑧𝑡 ⊙ ℎ̃𝑡 

If 𝑧𝑡 is close to 1, the new hidden state ℎ𝑡 is mostly the new candidate ℎ̃𝑡 (meaning a 

significant update). If 𝑧𝑡 is close to 0, ℎ𝑡 is mostly the previous hidden state ℎ𝑡−1 

(meaning little update, preserving old information). 
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Figure 3: Structure of a Typical GRU 

 

Data and Methodology 

The data set we use is the time series of Google stock prices downloaded from Yahoo 

Finance, https://finance.yahoo.com/ over August 7, 2005 – July 17, 2025 including 5 

000 days. Ups and downs of the closing stock price of Google make it harder to be 

predicted (see the chart below.) 

We make use of the three well-known RNN methods for time series prediction: 

Vanilla RNN, LSTM and GRU. We compare these methods on a sliding window 

algorithm, i.e., we keep on sliding the window to make use of 60-days past data to 

predict the closing prices of 15 coming days.  

 

https://finance.yahoo.com/
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Figure 4: Behavior of Google closing price 

 

Results and Discussion 

We have made use of 60 days’ closing prices to predict the coming 15 days’ closing 

prices on a rolling basis and computed the MAE and MSE of three methods. The 

losses of three models are listed in Table 1.  

 MAE MSE 

Vanilla RNN 6.09 67.4 

LSTM 6.93 74.9 

GRU 6.66 70.4 

Table 1: Mean Absolute Error and Mean Square Error Losses of Vanilla RNN, LSTM and GRU 

Although the losses are close Vanilla RNN is the best followed by GRU and LSTM. 

Training and validation losses displayed in Figure 5 are in line with these losses 

tabled.  
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Figure 5: Training and validation losses of RNN Methods 

The proof of the pudding is in the eating. The losses presented in the table and 

figure give a clear idea of the performances but the benchmark to compare them is 

their predicted values into the future. We set the stage up for these forecasts and 

plotted the actual vs predicted values for all three models. The same stage is 

repeated with three different such samples. Figure 6 displays the actual and 

predicted values. 



© 2025 Society of North American Scholars (SNAS). All rights reserved. 
 

106 
 

 

Figure 6: Training and validation losses of RNN Methods 

Interestingly, different samples lead to different rankings of performances. The 

performance order is reversed in Sample1, for instance: LSTM does slightly better 

than GRU which is way better than Vanilla RNN. Similar ordering is true for Sample 2. 

Lastly, the sample comparison of performances is unfolded on Sample 3 as well.  

Concluding Remarks 

We have compared the forecasting performance of three RNN methods on Google 

stock prices. Based on all samples’ averages, Vanilla RNN cuts the lowest MAE and 
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MSE followed by GRU and LSTM in turn. Interestingly, the opposite is observed based 

on the three random samples selected.  

This is telling us that the performances of the methods heavily depend on the 

samples selected along with the lengths of the training, validation and testing 

periods, let alone the variances of the series. 

Future research is required to figure out the factors that favor these methods.  
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Abstract 

Quality of Life (QOL) represents a multidimensional construct influenced by diverse 

and interdependent factors. Contemporary public health initiatives aim to enhance 

QOL through the reduction of inequalities, expansion of health care access, and 

promotion of preventive health behaviors. This study aims to assess the perceived 

relative importance of health care services in comparison to other key QOL 

dimensions. By quantifying these perceptions, the research seeks to inform evidence-

based health policy and resource allocation strategies that better align with 

individual and community priorities. A structured telephone survey was administered 

in 2023, focusing on four central QOL components: Health Care, Food Security, 

Spiritual Well-being, and Community Assets. Participants provided pairwise 

judgments regarding the importance of each dimension. The Fuzzy Pairwise 

Comparison (FPC) method was employed to evaluate subjective weights. The 

analysis revealed that Food Security held the highest perceived weight (30.32%), 

followed by Health Care (29.03%), Spiritual Well-being (26.57%), and Community 

Assets (14.08%). These findings suggest that although Food Security is marginally 

prioritized, Health Care remains nearly equally influential in individuals’ perceptions 

of QOL. Health care emerges as a central pillar in shaping perceived quality of life. 

Public health strategies that enhance access to care, reduce health disparities, and 

integrate complementary domains such as nutrition and psychosocial support are 

likely to yield substantial QOL gains. These findings underscore the importance of 

developing holistic, person-centered policies rooted in individuals’ lived experiences 

and priorities. 

Key words: Quality of life, health care, fuzzy pairwise comparison, public health, 

subjective well-being.  
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Introduction 

Quality of Life (QOL) is a multidimensional construct that assesses individuals' levels 

of happiness and well-being not only in terms of their health status but also in terms 

of their access to food, spiritual fulfillment, and the socio-economic opportunities 

offered by the communities in which they live. The literature has long emphasized that 

QOL is not comprised of a single indicator, but rather the combined interaction of 

multiple factors that guide individuals' lives (Felce & Perry, 1995; Schalock, 2004). 

Nevertheless, a fundamental question that frequently arises in both research and 

policy is the extent to which access to healthcare determines quality of life compared 

to other dimensions. 

Health is considered the cornerstone of overall well-being; when physical well-being 

cannot be achieved, it becomes difficult to sustain other areas of life such as 

education, work life, and social participation (Patrick & Erickson, 1993). Preventive and 

equitable health systems not only reduce morbidity but also enable individuals to 

participate more effectively in social and economic life. Some studies show that 

societies with strong health infrastructure also have high levels of food security, 

productivity, and social resilience (Hanmer, 2021). In addition, QOL discussions have 

gained a broader perspective, and social science-based indicators such as economic 

security, social relationships, and community participation have also been included in 

the assessment (Cummins, 2005; Diener, 2010). However, in most of these 

measurement approaches, domains are given equal weight or weights assumed by 

researchers are applied (Alkire & Foster, 2011). This does not adequately reflect 

individuals' subjective assessments of which areas they value most in their own lives. 

At this point, it is possible to reflect this perceptual difference by using alternative 

methods such as Fuzzy Pairwise Comparison and Best-Worst Scaling (Cankurt, 2009: 

Flynn, 2008; Louviere, 2015). 

Methodology 

This study used the Sequential Explanatory Mixed Methods (SEMM) approach to 

examine the relative importance levels of factors determining quality of life (QOL) 

according to individual perceptions. Based on the World Health Organization's QOL 

framework (WHOQOL Group, 1995; WHOQOL Group, 1998), four key dimensions were 

evaluated in the study: health care, food security, spiritual well-being, and community 

assets. These dimensions also supported to the life elements most frequently 
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emphasized by community members in previous theoretical studies and preliminary 

in-depth interviews conducted by researchers (Forgeard, 2011; Bhandari, 2023).  

The research was conducted in 2023 in Guilford County, North Carolina. Based on the 

characteristics of the population, 280 individuals were reached with a 95% confidence 

interval and a 6% sampling error criterion. Participants were selected through a field 

sampling company according to demographic criteria determined by the researchers 

(Lohr, 2019). A structured telephone survey was used as the data collection tool, and 

the survey was prepared in the Fuzzy Pairwise Comparison (FPC) format to include 

pairwise comparisons of four dimensions (Cankurt, 2009). Each participant was asked 

to compare the dimensions in pairs and indicate both the area they considered a 

priority and the intensity of their preference. After the data set was collected, surveys 

containing inconsistent, contradictory, or erroneous entries were excluded to increase 

the accuracy of the analysis (Rubin & Little, 2002; Thompson, 2009). As a result of this 

process, the final analysis was conducted on 217 valid surveys. 

The Fuzzy Pairwise Comparison method was used to analyze the collected data. This 

method integrates the classical pairwise comparison approach with fuzzy logic theory, 

which considers uncertainty and judgment variability, allowing individuals' preference 

intensities to be measured on a continuous rather than a discrete scale (Zadeh, 1973; 

Saatchi, 2024). The preference values obtained from FPC were converted into 

membership degrees (μ) for each dimension, and a relative importance ranking of the 

dimensions was created based on the magnitude of the μ values. The Friedman test 

was used to assess whether the differences between dimensions were statistically 

significant, while Kendall's W coefficient was used to evaluate the level of consistency 

in participants' rankings (Górecki & Łuczak, 2021). This revealed both the relative 

importance percentages and the level of shared perception regarding the 

components within the community. 

Results 

The Fuzzy Pairwise Comparison (FPC) analysis conducted on the 217 valid 

questionnaires obtained in the study clearly revealed the order of importance of the 

quality of life dimensions as perceived by individuals. The findings showed that the 

dimensions of food security (30.32%) and health cere (29.03%) had the highest weights, 

followed by spiritual well-being (26.57%) and community assets (14.08%). The 

Friedman test confirmed that the differences were statistically significant (p < 0.01), 
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indicating that participants clearly distinguished the factors determining their quality 

of life. 

The results show that participants perceive access to food and health services as being 

of nearly equal critical importance in their QOL. The fact that food security ranks first 

shows that basic nutritional needs are the most pressing concern in daily life in low-

income communities. In contrast, the fact that health cares are considered not only as 

a factor in the treatment of diseases but also as a factor that directly affects economic 

productivity, resilience, and social participation strongly places it in second place.The 

fact that spiritual well-being ranks third shows that internal resources such as 

psychological resilience, a sense of meaning, and hope are important components of 

quality of life in disadvantaged communities. Community assets, which received the 

lowest value, may be perceived as less important in these groups due to limited access 

to physical infrastructure and social resources. 

Overall, the findings reveal that quality of life cannot be reduced to a single dimension 

and that food security, health, and spiritual well-being form three fundamental pillars 

that reinforce each other, particularly in low-income communities. Health care is a 

strategic lever within this framework, as their improvement can have positive 

repercussions in both economic and psychosocial spheres. For policymakers, this 

finding suggests that investing not only in the health system but also simultaneously 

implementing nutrition support, community-based mental health support, and social 

services can lead to more effective and sustainable improvements. 

Conclusion 

This study comparatively evaluated four fundamental dimensions (health care, food 

security, spiritual well-being, and community assets) to understand how the elements 

that constitute quality of life are positioned according to individuals' subjective 

perceptions. The Fuzzy Pairwise Comparison method provided a significant analytical 

advantage by allowing participants' priorities regarding quality of life to be 

determined directly through preference intensities rather than hypothetical 

assumptions. The results obtained show that quality of life cannot be explained by a 

single factor; particularly in communities with significant economic and structural 

disadvantages, quality of life is shaped by numerous and interrelated components. 

The study's findings reveal that food security, healthcare, and spiritual well-being form 

three fundamental pillars that reinforce each other. Health services occupy a strategic 



© 2025 Society of North American Scholars (SNAS). All rights reserved. 
 

113 
 

position among these elements because strengthening accessible and preventive 

health systems not only reduces morbidity but also reduces economic vulnerability, 

improves nutritional conditions, and supports psychosocial resilience. Therefore, 

policy initiatives that adopt holistic approaches addressing health, nutrition, and 

psychosocial support services together, rather than focusing on a single dimension, 

will provide more sustainable improvements. Investments in community resources 

can strengthen the infrastructure necessary to support long-term gains in quality of 

life. 
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